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1 Introduction

Let {Tn;n ≥ 0} be a classical supercritical Galton-Watson branching process with offspring

distribution {bn;n ≥ 0} and mean m :=
∑∞

n=0 nbn, 1 < m < ∞. Define Sn = Tn/m
n, it is

well known that there exists a nonnegative random variable S such that S = limn→∞ Sn a.s..

C.C.Heyde (cf. [10]-[12]) derived the central limit theorem (CLT) and the law of the iterated

logarithm (LIL) for {Tn;n ≥ 0}:
(I) Suppose that τ21 := V ar(T1) < ∞ and P (S > 0) = 1. Set τ2r := V ar(Tr), r ≥ 1, then

τ−1
r T

− 1
2

n (Tn+r −mrTn)
d−→ N(0, 1) (n → ∞),

(m2 −m)
1
2 τ−1

1 T
− 1

2
n mn(S − Sn)

d−→ N(0, 1) (n → ∞).

(II) Suppose that E(T 3
1 ) < ∞, then

lim sup
n→∞

(lim inf
n→∞

)
Tn+r −mrTn

(2τ2r Tn log n)
1
2

= 1(−1) a.s. on {S > 0},

lim sup
n→∞

(lim inf
n→∞

)
mnS − Tn

(2τ21 (m
2 −m)−1Tn logn)

1
2

= 1(−1) a.s. on {S > 0}.

Similar limit theorems for a classical Galton-Watson branching process with immigration

were studied in [13].

A branching process in a random environment is a natural and important extension of the

Galton-Watson process, it is a class of non-homegeneous Galton-Waltson process indexed by a

time environment, which has been studied by many authors, see[1-3],[5-6],[14-15], [19-22].

In this article, we consider the Galton-Watson branching process with time-dependent im-

migration in the varying environments(IGWVE) defined as following:

Definition 1.1. Let Z0 ≡ 1 and for any n ≥ 0,

Zn+1 =

Zn∑
j=1

ξn,j + Yn+1 a.s.,

where {ξn,j ;n ≥ 0, j ≥ 1} are independent and have the same distribution in row, {Yn, n ≥ 1}
is a sequence of independent random variables taking values in N and independent of {ξn,j ;n ≥
∗ Supported by the Youth Foundation of Qufu Normal University (XJ201113) and Doctor’s Initial Foundation
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0, j ≥ 1}, then {Zn, n ≥ 0} is said to be a Galton-Watson branching process with time-

dependent immigration in varying environments. Particularly, if for any n ≥ 1, Yn ≡ 0, then

{Zn, n ≥ 0} is said to be a Galton-Watson branching process in varying environments(GWVE).

Throughout this paper we assume that the variances of {ξn,j ;n ≥ 0, j ≥ 1} and {Yn, n ≥ 1}
exist. Define µn = E(ξn,j), δ

2
n = V ar(ξn,j) and νn = E(Yn), we assume that

P (ξn,1 = 0) ≡ 0, ∞ > µn > 1, ∞ > νn, δ
2
n > 0.

Our first main result is the following growth rate of IGWVE.

Theorem 1.1. Let {Zn, n ≥ 0} be an IGWVE. Define mn =
∏n−1

i=0 µi,Wn = Zn/mn, n ≥
1, then {Wn, n ≥ 1} is a nonnegative submartingale. If

a :=
∞∑

n=1

νn
mn

< ∞, (1)

then there exists a nonnegative random variable W with E(W ) < ∞ such that Wn
a.s.−−→ W.

Furthermore, if

b := sup
n≥1

∞∑
j=n

δ2j
µ2
jmn,j−n

< ∞, (2)

where mn,k =
∏n+k−1

i=n µi, then Wn
L2

−−→ W.

To prove the CLT and the LIL for IGWVE, we need the following two decomposition results.

(A) For any fixed n ≥ 0, r ≥ 1 one has

Zn+r =

Zn∑
j=1

X(j)
n,r + Yn,r a.s.,

where {X(j)
n,r, j ≥ 1} are i.i.d. and independent of Yn,r. The variances of {X(j)

n,r, j ≥ 1} and Yn,r

exist. We define mn,r = E(X
(1)
n,r), σ2

n,r = V ar(X
(1)
n,r), πn,r = E(Yn,r), θ

2
n,r = V ar(Yn,r).

(B) For any fixed n ≥ 0 one has

Zn −mnW =

Zn∑
j=1

(1− V (j)
n ) + In a.s.,

where {V (j)
n ; j ≥ 1} are i.i.d. and independent of In. If (2) is satisfied, then the variances of

{V (j)
n , j ≥ 1} exist. Furthermore, if

c := sup
n≥0

∞∑
k=n+1

νk
mn,k−n

< ∞, (3)

then the variances of In exist. We define σ2
n = V ar(V

(1)
n ), πn = E(In), θ

2
n = V ar(In).

Using the above two decomposition results we obtain the CLT and the LIL for IGWVE.

Theorem 1.2. Let {Zn, n ≥ 0} be an IGWVE. If Zn
P−→ ∞, (2),(3) are satisfied and

0 < d = inf
n≥0

δ2n
µ2
n

, (4)

then for any fixed r ≥ 1, when n → ∞ one has

Zn+r −mn,rZn

σn,r

√
Zn

d−→ N(0, 1),
Zn −mnW

σn

√
Zn

d−→ N(0, 1).
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Remark 1.1. Note that Zn ≥ 1, a necessary and sufficient condition for Zn
a.s.−−→ ∞ is

∞∑
n=0

(1− P (ξn,1 = 1)) = +∞,

which imply Zn
P−→ ∞(c.f.[17]).

Assume that there exists a constant 0 < δ < 1 such that for any r ≥ 1,

sup
n

E

∣∣∣∣∣X(j)
n,r −mn,r

σn,r

∣∣∣∣∣
2+δ
 < ∞, sup

n
E

∣∣∣∣∣V (j)
n − 1

σn

∣∣∣∣∣
2+δ
 < ∞. (5)

For any n ≥ 1 and r ≥ 1, define

Qn,r(x) = P

(
Zn+r −mn,rZn

σn,r

√
Zn

≤ x

)
, Qn(x) = P

(
Zn −mnW

σn

√
Zn

≤ x

)
, −∞ < x < ∞. (6)

Theorem 1.3. Let {Zn, n ≥ 0} be an IGWVE. If Zn
a.e.−−→ +∞ and (2)-(5) are satisfied,

then there exists constants {Cr, r ≥ 1}, C and D such that

sup
x

|Qn,r(x)− Φ(x)| ≤ CrE
(
Z

− δ
2

n

)
+ C

[
E
(
Z

− δ
2

n

)] 1
2

, (7)

sup
x

|Qn(x)− Φ(x)| ≤ DE
(
Z

− δ
2

n

)
+ C

[
E
(
Z

− δ
2

n

)] 1
2

. (8)

Theorem 1.4. Let {Zn;n ≥ 0} be an IGWVE. Suppose that there exist five constants

α, β, τ, γ, δ with β > α > 1, τ > γ > 0 and 0 < δ < 1 such that for any n ≥ 0,

α ≤ µn ≤ β, γ2 ≤ δ2n ≤ τ2,

∞∑
n=0

[
E
(
Z

− δ
2

n

) 1
2

]
< ∞. (9)

If (3) and (5) are satisfied, then

lim sup
n→∞

(lim inf
n→∞

)
Zn+r −mn,rZn

(2σ2
n,rZn logn)

1
2

= 1(−1) a.s.; (10)

lim sup
n→∞

(lim inf
n→∞

)
Zn −mnW

(2σ2
nZn logn)

1
2

= 1(−1) a.s.. (11)

Remark 1.2. If (9) is satisfied, then Zn
a.e.−−→ +∞, (2) and (4) are true.

2 A growth rate for IGWVE

In order to prove Theorem 1.1 we need the following lemma:

Lemma 2.1. Let {Xn, n ≥ 0} be a GWVE. For any fixed n ≥ 0, r ≥ 1 one has

Xn+r =

Xn∑
j=1

X(j)
n,r,

where {X(j)
n,r; j ≥ 1} are i.i.d. and independent of Xn. Furthermore,

mn,r = E(X(j)
n,r) =

n+r−1∏
j=n

µj ,
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σ2
n,r = V ar(X(j)

n,r) = (mn,r)
2
n+r−1∑
j=n

δ2j
µ2
jmn,j−n

.

Note that mn,0 = 1, mn,1 = µn, X
(j)
n,1 = ξn,j and σ2

n,1 = δ2n.

Proof. Let X
(j)
n,r be the size of the rth generation of GWVE starting with the jth particle

at time n. The first result in Lemma 2.1 following from Definition 1.1. Similar to Proposition

4 and Proposition 6 in [8], the rest of Lemma 2.1 is true . 2

Proof of Theorem 1.1. By our basic assumption it is obvious that Wn is integrable for

all n ≥ 1. By the independence of {Yn, n ≥ 1} and {ξn,j , n ≥ 0, j ≥ 1} one has

E(Wn+1|Wn,Wn−1, · · · ,W1) = E

(
Zn+1

mn+1
|Zn, Zn−1, · · · , Z1

)
=

1

mn
E

[
1

µn

(
Zn∑
i=1

ξn,j + Yn+1

)
|Zn

]

=
Zn

mn
+

vn+1

mn+1
>

Zn

mn
= Wn,

which means that {Wn, n ≥ 1} is a nonnegative submartingale.

Let Xn be the size of the original GWVE at time n and Uk,n(k < n) be the number of

descendants at time n of the particles that immigrated in generation k, then

Zn = Xn +
n∑

k=1

Uk,n, (12)

where Un,n = Yn. Let G be the σ−field generated by {Yn, n ≥ 1}, by the independence of

{Yn, n ≥ 1} and {ξn,j , n ≥ 0, j ≥ 1} one has

E(Wn|G) = E

(
Zn

mn
|G
)

= E

(
Xn

mn

)
+ E

(
n∑

k=1

Uk,n

mn
|G

)
. (13)

Now for k ≤ n, the random variable Uk,n is the size of the (n − k)th generation of ordinary

GWVE starting, however, with Yk particles at time k. Therefore, by the independence of

{Yn, n ≥ 1} and Lemma 2.1, its conditional expectation is just Ykmk,n−k. According to (13)

and Lemma 2.1, one has

E(Wn|G) = 1 +

n∑
k=1

Yk

mk
and E(Wn) = 1 +

n∑
k=1

vk
mk

.

Since (1) is satisfied we know that {Wn, n ≥ 1} is L1-bounded. By the convergence theorem

of submartingale (see [9] Theorem 2.5), there exists a nonnegative random variable W with

E(W ) < ∞ such that Wn
a.s.−−→ W.

In order to prove the last result in Theorem 1.1, we only need to prove that{Wn, n ≥ 1} is

L2-bounded (see Theorem 7.6.10 of [4]). In fact, by (12) and the independence of {Yn, n ≥ 1}
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and {ξn,j , n ≥ 0, j ≥ 1} one has

E(W 2
n |G) = E

 1

m2
n

[
Xn +

n∑
k=1

Uk,n

]2
|G


= E

 1

m2
n

X2
n + 2Xn

n∑
k=1

Uk,n +

(
n∑

k=1

Uk,n

)2
 |G


=

1

m2
n

E(X2
n) + 2

n∑
k=1

Yk

mk
+

1

m2
n

E


 n∑

k=1

 ∑k
i=1 Yi∑

j=1+
∑k−1

i=1 Yi

X
(j)
k,n−k

2

|G


=

1

m2
n

E(X2
n) + 2

n∑
k=1

Yk

mk
+

1

m2
n

[
n∑

k=1

(YkV ar(X
(1)
k,n−k)) +

n∑
k=1

Yk

(
E(X

(1)
k,n−k)

)2]
,

where X
(j)
k,n−k is defined in Lemma 2.1, it is the size of the (n − k)th generation of GWVE

starting with the jth particle immigrated at time k . By the Lemma 2.1 one has

E(W 2
n) =

1

m2
n

E(X2
n) + 2

n∑
k=1

vk
mk

+
1

m2
n

{
n∑

k=1

(vkσ
2
k,n−k) +

n∑
k=1

(vkm
2
k,n−k)

}

=
1

m2
n

E(X2
n) + 2

n∑
k=1

vk
mk

+
n∑

k=1

[
vk
m2

k

·

(
σ2
k,n−k

m2
k,n−k

+ 1

)]
≤ b+ 2a+ ab+ a < ∞,

which means that {Wn, n ≥ 1} is L2-bounded. We complete the proof. 2

Remark 2.1. (1)-(3) are obviously satisfied for a classical supercritical Galton-Watson

branching process with immigration which have finite second moments. In fact, in this case,

{ξn,j , n ≥ 0, j ≥ 1} are i.i.d. and {Yn, n ≥ 1} are also i.i.d..

3 The CLT for IGWVE

In order to prove Theorem 1.2 we need the following lemmas.

Lemma 3.1. Let {Zn, n ≥ 0} be an IGWVE. For any fixed n ≥ 0, r ≥ 1 one has

Zn+r =

Zn∑
j=1

X(j)
n,r + Yn,r a.s., (14)

where {X(j)
n,r, j ≥ 1} are i.i.d. and independent of Yn,r. Furthermore,

πn,r = E(Yn,r) =

n+r∑
i=n+1

νimi,n+r−i, θ2n,r = V ar(Yn,r) =

n+r∑
i=n+1

νiσ
2
i,n+r−i. (15)

Proof. Similar to Lemma 2.1, let X
(j)
n,r be the size of the rth generation of the ordinary

GWVE staring with the jth particle at time n. Let Uk,n be the number of descendants at time

n of the particles that were immigrated in generation k. Define Yn,r =
∑n+r

k=n+1 Uk,n+r. Then

Zn+r =

Zn∑
j=1

X(j)
n,r + Yn,r, a.s..

By the independence of {Yn, n ≥ 1} and {ξn,j , n ≥ 0, j ≥ 1} we know that {X(j)
n,r, j ≥ 1} are

i.i.d. and independent of Yn,r.
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Let G be the σ−field generated by {Yn, n ≥ 1}. Similar to the calculation of (13) we have

E(Yn,r|G) = E

(
n+r∑

k=n+1

Uk,n+r|G

)
=

n+r∑
k=n+1

YkE(X
(1)
k,n+r−k).

So by Lemma 2.1 we have E(Yn,r) =
∑n+r

k=n+1 vkmk,n+r−k. On the other hand, by the indepen-

dence of {Yn, n ≥ 1} and {ξn,j , n ≥ 0, j ≥ 1} one has

V ar(Yn,r|G) = V ar

(
n+r∑

k=n+1

Uk,n+r|G

)
=

n+r∑
k=n+1

V ar(Uk,n+r|G)

=
n+r∑

k=n+1

V ar


∑k

i=n+1 Yi∑
j=1+

∑k−1
i=n+1 Yi

X
(j)
k,n+r−k|G

 =
n+r∑

k=n+1

YkV ar(X
(1)
k,n+r−k).

So by Lemma 2.1 we have V ar(Yn,r) =
∑n+r

k=n+1 vkσ
2
k,n+r−k. We complete the proof. 2

Lemma 3.2. ([8]) Let {Xn, n ≥ 0} be a GWVE. Define Vn = Xn/mn for all n ≥ 1, then

{Vn, n ≥ 1} is a nonnegative martingale and there exists a nonnegative random variable V such

that Vn
a.s.−−→ V when n → ∞.

Lemma 3.3. Let {Xn, n ≥ 0} be a GWVE. Define V
(j)
n,r =

X(j)
n,r

mn,r
, where X

(j)
n,r and mn,r are

defined in Lemma 2.1, then {V (j)
n,r , r ≥ 1} is a nonnegative martingale and V

(j)
n,r

a.s−−→ V
(j)
n when

n, j fixed and r → ∞. Then for any fixed n ≥ 1 one has

Xn −mnV =

Xn∑
j=1

(1− V (j)
n ) a.s.,

where V is defined in Lemma 3.2, {V (j)
n ; j ≥ 1} are i.i.d. and independent of Xn.

Furthermore if (2) is satisfied, then V
(j)
n,r

a.s−−→ V
(j)
n when n, j fixed and r → ∞, E(V

(j)
n ) ≡ 1,

V ar(V (j)
n ) = σ2

n =
∞∑
j=n

δ2j
µ2
jmn,j−n

.

Proof. Similar to Proposition 5 and Corollary 2 of [8], we know the first result in Lemma

3.3 is true. Then the second result following from Lemma 2.1. Using the same idea of Theorem

1 in [8], we can prove the last result. 2

Lemma 3.4. Let {Zn, n ≥ 0} be an IGWVE. For any fixed n ≥ 0 one has

Zn −mnW =

Zn∑
j=1

(1− V (j)
n )− In a.s., (16)

where {V (j)
n , j ≥ 1} are i.i.d. and independent of In. Furthermore, if (2) and (3) are satisfied,

πn = E(In) =
∞∑

k=n+1

νk
mn,k−n

, θ2n = V ar(In) =
∞∑

k=n+1

νkσ
2
k

mn,k−n
. (17)

Proof. Applying Theorem 1.1 one has that for each n ≥ 1,

lim
r→∞

Zn+r

mn+r
= lim

r→∞
Wn+r = W a.s..
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So by Lemma 3.1 one deduce that

Zn −mnW = Zn −mn lim
r→∞

Zn+r

mn+r
= lim

r→∞

Zn − mn

mn+r

 Zn∑
j=1

X(j)
n,r + Yn,r


= lim

r→∞


Zn∑
j=1

[
1− X

(j)
n,r

mn,r

]
− Yn,r

mn,r

 a.s.. (18)

By Lemma 3.3 one has

lim
r→∞

Zn∑
j=1

[
1− X

(j)
n,r

mn,r

]
=

Zn∑
j=1

[
1− V (j)

n

]
a.s.. (19)

One the other hand, define Tn,r =
Yn,r

mn,r
=
∑n+r

k=n+1 Uk,n+r/mn,r for each r ≥ 1. Let Fn,r

be the σ−field generated by {Yn, · · · , Yn+r, ξi,j , n − 1 ≤ i ≤ n + r − 1, j ≥ 1}. Note that by

Lemma 3.1 one has

E(Tn,r) =
1

mn,r

n+r∑
k=n+1

vkmk,n+r−k =
n+r∑

k=n+1

vk
mn,k−n

≤ c,

which means that {Tn,r, r ≥ 1} is L1−bounded. Now

E(Tn,r+1|Fn,r) = E

(
Yn,r+1

mn,r+1
|Fn,r

)
= E

(∑n+r+1
k=n+1 Uk,n+r+1

mn,r+1
|Fn,r

)

=
1

mn,r+1
E

Yn+r+1 +
n+r∑

k=n+1


∑k

i=n+1 Yi∑
j=1+

∑k−1
i=n+1 Yi

X
(j)
k,n+r+1−k

 |Fn,r


=

1

mn,r+1

E(Yn+r+1) +
n+r∑

k=n+1


∑k

i=n+1 Yi∑
j=1+

∑k−1
i=n+1 Yi

X
(j)
k,n+r−kE(ξn+r,1)




=
Yn,r

mn,r
+

vn+r+1

mn,r+1
> Tn,r,

which means that {Tn,r, r ≥ 1} is a nonnegative submartingale with respect to Fn,r, r ≥ 1,

then there exists a nonnegative random variable In with E(In) < ∞ such that

lim
r→∞

Tn,r = In a.s.. (20)

By (18), (19) and (20) we obtain (16).

Now by Lemma 3.1 one has

E(Tn,r)
2 = V ar(Tn,r) + (E(Tn,r))

2

=
1

m2
n,r

 n+r∑
k=n+1

νkσ
2
k,n+r−k +

(
n+r∑

k=n+1

νkmk,n+r−k

)2


≤
n+r∑

k=n+1

[
vk

m2
n,k−n

·
σ2
k,n+r−k

m2
k,n+r−k

]
+

(
n+r∑

k=n+1

vk
mn,k−n

)2

≤ bc+ c2 < ∞,
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which means that {Tn,r, r ≥ 1} is L2−bounded, so Tn,r
L2

−−→ In when r → ∞. Thus,

E(In) = lim
r→∞

E(Tn,r) =
∞∑

k=n+1

vk
mn,k−n

,

V ar(In) = lim
r→∞

V ar(Tn,r) = lim
r→∞

n+r∑
k=n+1

[
vk

mn,k−n
·
σ2
k,n+r−k

m2
k,n+r−k

]
=

∞∑
k=n+1

[
vkσ

2
k

mn,k−n

]
.

We complete the proof of Lemma 3.4. 2

Now we consider a double sequence of random variables {ζn,j , j ≥ 1, n ≥ 1}, where for any

n ≥ 1, {ζn,j , j ≥ 1} are i.i.d.. Let {Nn, n ≥ 1} be a sequence of random variables taking values

in Z+ := {1, 2, · · · }, where Nn
P−→ ∞ and for any n ≥ 1, {ζn,j , j ≥ 1} and Nn are independent.

Define

SNn =

Nn∑
j=1

ζn,j ,

then we have the following result:

Lemma 3.5. If E(ζn,j) ≡ 0 and V ar(ζn,j) ≡ 1, then one has

SNn√
Nn

d−→ N(0, 1), n → ∞.

Proof. Since {ζn,j , j ≥ 1} have the same distribution, we can set

φn(t) = E (exp (itζn,j)) .

Note E(ζn,j) ≡ 0 and V ar(ζn,j) ≡ 1, according to (3.8) of [18] P101, one obtains

φn(s) = φn(0) + φ′
n(0)s+

φ′′
n(0)

2!
s2 + o(s2) = 1− s2

2
+ o(

s2

2
), (s → 0).

For any fixed t and k large enough

φn

(
t√
k

)
= 1− t2

2k
+ o

(
1

2k

)
. (21)

Since for any n ≥ 1, {Nn, ζn,j , j ≥ 1} are independent, we have

E

(
exp

(
it

SNn√
Nn

))
=

∞∑
k=1

E

(
exp

(
it

SNn√
Nn

)
|Nn = k

)
P (Nn = k)

=
∞∑
k=1

E

(
exp

(
it
Sk√
k

))
P (Nn = k)

=
∞∑
k=1

(
E

(
exp

(
it
ζn,1√
k

)))k

P (Nn = k). (22)

Fix t ∈ R := (−∞,+∞), note that (1 − x
n + o( 1n ))

n → e−x (n → ∞), so there exists a

constant M = M(ε) > 0 such that for any k ≥ M one has∣∣∣∣∣
(
1− t2

2k
+ o

(
1

2k

))k

− exp

(
− t2

2

)∣∣∣∣∣ ≤ ε

4
. (23)
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Since Nn
P−→ ∞, for any ε > 0, there exists a constant N = N(ε) > 1 such that for any

n ≥ N one has P (Nn ≤ M) < ε
4 . Thus, when n ≥ N , by (21),(22) and (23) one has

∆ :=

∣∣∣∣E (exp(it SNn√
Nn

))
− exp

(
− t2

2

)∣∣∣∣
=

∣∣∣∣∣
∞∑
k=1

(
E

(
exp

(
it
ζn,1√
k

)))k

P (Nn = k)− exp

(
− t2

2

)∣∣∣∣∣
≤

∣∣∣∣∣
M∑
k=1

[(
E

(
exp

(
it
ζn,1√
k

)))k

− exp

(
− t2

2

)]
P (Nn = k)

∣∣∣∣∣
+

∣∣∣∣∣
∞∑

k=M+1

[(
1− t2

2k
+ o

(
1

2k

))k

− exp

(
− t2

2

)]
P (Nn = k)

∣∣∣∣∣
≤ 2 · ε

4
+

ε

4
·

∞∑
k=M+1

P (Nn = k) < ε.

This means the characteristic function of SNn/
√
Nn convergent to that of a standard normal

random variable, so by Lévy continuous theorem we complete the proof of this lemma.2

Proof of Theorem 1.2. By Lemma 3.1, for any n ≥ 0, r ≥ 1 we have

Zn+r −mn,rZn =

Zn∑
j=1

(X(j)
n,r −mn,r) + Yn,r a.s.,

where {X(j)
n,r, j ≥ 1} are i.i.d. and independent of Zn, E(Xn,r)

(j) ≡ mn,r, V ar(Z
(j)
n,r) ≡ σ2

n,r.

According to Lemma 3.5, if we can prove that Yn,r/σn,r

√
Zn

P−→ 0 when r fixed and n → ∞,

then we complete the proof of the first part of Theorem 1.2. In fact, for any ϵ > 0,

P

(
Yn,r

σn,r

√
Zn

≥ ϵ

)
= E

(
P

(
Yn,r

σn,r

√
Zn

≥ ϵ|Zn

))
≤

θ2n,r
ϵ2σ2

n,r

· E
(

1

Zn

)
.

Note that Zn
P−→ ∞ and Zn ≥ 1, for any ϵ > 0, there exists two constants N,M > 0 such that

1/M < ϵ/2 and P (Zn < M) < ϵ/2 for all n ≥ N. When n ≥ N,

E

(
1

Zn

)
= E

(
1

Zn
I[Zn<M ]

)
+ E

(
1

Zn
I[Zn≥M ]

)
≤ 1 · P (Zn < M) +

1

M
P (Zn ≥ M) < ϵ.

Since (2),(3) and (4) are satisfied, then

P

(
Yn,r

σn,r

√
Zn

≥ ϵ

)
≤ bc

ϵ2d
· E
(

1

Zn

)
→ 0, n → ∞.

By Lemma 3.4, for any n ≥ 1 one has

Zn −mnW =

Zn∑
j=1

(
1− V (j)

n

)
− In a.s.,

where {V (j)
n ; j ≥ 1} are i.i.d.and independent of Zn, E(V

(j)
n ) ≡ 1, V ar(V

(j)
n ) ≡ σ2

n. Similarly,

according to Lemma 3.5, if we can prove that In/σn

√
Zn

P−→ 0 when n → ∞, then we complete

the proof of the second part of Theorem 1.2. In fact, for any ϵ > 0,

P

(
In

σn

√
Zn

≥ ϵ

)
= E

(
P

(
In

σn

√
Zn

≥ ϵ|Zn

))
≤ θ2n

ϵ2σ2
n

· E
(

1

Zn

)
.
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Note that Zn
P−→ ∞, (2)-(4) are satisfied, then

P

(
In

σn

√
Zn

≥ ϵ

)
≤ bc

ϵ2d
· E
(

1

Zn

)
→ 0, n → ∞.

We complete the proof of Theorem 1.2. 2

4 Convergence rate in the CLT for IGWVE

In order to prove Theorem 1.3, we need following lemmas.

Lemma 4.1(c.f.[7]P322). Let {Xn, n ≥ 1} be a sequence of independent random variables

with E(Xn) = 0, n = 1, 2, · · · . Define

Ln =

n∑
j=1

Xj , Gn(x) = P

(
Ln√

V ar(Ln)
≤ x

)
, n ≥ 1, x ∈ R.

If there exists an arbitrary small constant 1 > δ > 0 such that

Γ2+δ
n :=

n∑
j=1

E|Xj |2+δ < ∞,

then there exists a constant A such that

sup
x

|Gn(x)− Φ(x)| ≤ AΓ2+δ
n [V ar(Ln)]

−(1+δ/2),

where Φ(x) is the standard normal distribution.

Lemma 4.2. Let {ζn,j , j ≥ 1, n ≥ 1} be a double sequence of random variables with mean

zero and variance 1, where for any n ≥ 1, {ζn,j , j ≥ 1} are i.i.d.. {Nn, n ≥ 1} is a sequence of

integer valued random variables with P (Nn → ∞) = 1, as n → ∞. For any n ≥ 1, Nn and

{ζn,j , j ≥ 1} are independent. {kn, n ≥ 1} is a sequence of strictly increasing positive integers.

Define

L̃n =

kn∑
j=1

ζn,j , G̃n(x) = P

(
L̃n√
kn

≤ x

)
.

L̂n =

Nn∑
j=1

ζn,j , Ĝn(x) = P

(
L̂n√
Nn

≤ x

)
.

If there exist two constants δ and M > 0 such that for any n ≥ 1,

γn := E(|ζn,j |2+δ) ≤ M,

then there exists a constants C (not depend on {kn}) such that

sup
x

|G̃n(x)− Φ(x)| ≤ Ck
− δ

2
n , sup

x
|Ĝn(x)− Φ(x)| ≤ CE(N

− δ
2

n ). (24)

Proof. Let C = AM , where A is chosen in Lemma 4.1, then using Lemma 4.1 we have the

first inequality of (24). As for the second inequality, since for any n ≥ 1, Nn and {ξn,j , j ≥ 1}
are independent, so

Ĝn(x)− Φ(x) = P

(∑Nn

i=1 ξn,i√
Nn

≤ x

)
− Φ(x)

=
∞∑
j=1

[
P

(∑j
i=1 ξn,i√

j
≤ x

)
− Φ(x)

]
P (Nn = j).
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By the first inequality of (24), one has

−CE
(
N

− δ
2

n

)
= −C

∞∑
j=1

j−
δ
2P (Nn = j) =

∞∑
j=1

(
−C · j− δ

2

)
P (Nn = j)

≤
∞∑
j=1

(
P

(∑j
i=1 ξn,i√

j
≤ x

)
− Φ(x)

)
P (Nn = j) ≤ CE

(
N

− δ
2

n

)
.

We complete the proof. 2

Lemma 4.3. Assume that {ζn,j , j ≥ 1, n ≥ 1}, {Nn, n ≥ 1} satisfy the conditions of

Lemma 4.2. Let {ηn, n ≥ 1} be a sequence of independent random variables with E(|ηn|) < ∞
and for any n ≥ 1, ηn is independent of {ζn,j , j ≥ 1} and Nn. Define

L̃n =

Nn∑
j=1

ζn,j + ηn, H̃n(x) = P

(
L̃n√
Nn

≤ x

)
,

then for any sequence ϵn of positive constants one has

sup
x

|H̃n(x)− Φ(x)| ≤ CE(N
− δ

2
n ) + ϵ−1

n E(|ηn|)E(N
− δ

2
n ) +

ϵn
2
. (25)

Proof. Let Φ(x) be the distribution function of standard normal distribution. By Lemma

4.2 and the independence of ηn and {ζn,j , j ≥ 1} one has

−CE(N
− δ

2
n ) = −C

∞∑
j=1

j−
δ
2P (Nn = j)

= −C
∞∑
j=1

j−
δ
2

[∫ ∞

−∞
dP (j−

1
2 ηn ≤ y)

]
P (Nn = j)

≤
∞∑
j=1

[∫ ∞

−∞

{
P

(
j−

1
2

j∑
i=1

ζn,i ≤ x− y

)
− Φ(x− y)

}
dP (j−

1
2 ηn ≤ y)

]
P (Nn = j)

≤ CE(N
− δ

2
n ). (26)

But,

∇n :=
∞∑
j=1

[∫ ∞

−∞

{
P

(
j−

1
2

j∑
i=1

ζn,i ≤ x− y

)
− Φ(x− y)

}
dP (j−

1
2 ηn ≤ y)

]
P (Nn = j)

=

∞∑
j=1

[
P

(
j−

1
2

(
j∑

i=1

ζn,i + ηn

)
≤ x

)
− P (ζ + j−

1
2 ηn ≤ x)

]
P (Nn = j)

=
∞∑
j=1

[
P

(
j−

1
2

(
j∑

i=1

ζn,i + ηn

)
≤ x|Nn = j

)
− P (ζ + j−

1
2 ηn ≤ x|Nn = j)

]
P (Nn = j)

= P

(
N

− 1
2

n

(
Nn∑
i=1

ζn,i + ηn

)
≤ x

)
− P (ζ +N

− 1
2

n ηn ≤ x)

= H̃n(x)− P (ζ +N
− 1

2
n ηn ≤ x), (27)
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where ζ has the standard normal distribution and is independent of ηn. By (26) and (27),

sup
x

|H̃n(x)− P (ζ +N
− 1

2
n ηn ≤ x)| ≤ CE(N

− δ
2

n ). (28)

Now for any ϵn > 0

P (ζ +N
− 1

2
n ηn ≤ x) = P (ζ +N

− 1
2

n ηn ≤ x,N
− 1

2
n |ηn| ≤ ϵn)

+ P (ζ +N
− 1

2
n ηn ≤ x,N

− 1
2

n |ηn| > ϵn)

≤ P (ζ ≤ x+ ϵn) + P (N
− 1

2
n |ηn| > ϵn). (29)

Similarly, we have

P (ζ +N
− 1

2
n ηn > x) ≤ P (ζ > x− ϵn) + P (N

− 1
2

n |ηn| > ϵn),

or equivalently,

P (ζ +N
− 1

2
n ηn ≤ x) ≥ P (ζ ≤ x− ϵn)− P (N

− 1
2

n |ηn| > ϵn). (30)

Also, by mean value theorem, we know that

sup
x

|P (ζ ≤ x− ϵn)− P (ζ ≤ x)| = sup
x

|Φ(x− ϵn)− Φ(x)|

= sup
x

Φ′(α(x))ϵn <
ϵn
2
. (31)

Similarly,

sup
x

|P (ζ ≤ x+ ϵn)− P (ζ ≤ x)| < ϵn
2
. (32)

By (29)-(32) and Markov inequality one has

Λn := sup
x

|P (ζ +N
− 1

2
n ηn ≤ x)− Φ(x)| ≤ P (N

− 1
2

n |ηn| > ϵn) +
ϵn
2

≤ ϵ−1
n E(N

− 1
2

n |ηn|) +
ϵn
2

= ϵ−1
n E(N

− 1
2

n )E(|ηn|) +
ϵn
2
. (33)

By (28) and (33) one obtain (25). We complete the proof of Lemma 4.3. 2

Lemma 4.4. Let {Zn, n ≥ 0} be an IGWVE. If (2)-(5) are satisfied, then there exists

constants {Cr, r ≥ 1} and D such that for any sequence {ϵn, n ≥ 1} of positive constants,

sup
x

|Qn,r(x)− Φ(x)| ≤ CrE
(
Z

− δ
2

n

)
+ (ϵnσn,r)

−1πn,rE
(
Z

− δ
2

n

)
+

ϵn
2
, (34)

sup
x

|Qn(x)− Φ(x)| ≤ DE(Z
− δ

2
n ) + (ϵnσn)

−1πnE
(
Z

− δ
2

n

)
+

ϵn
2
. (35)

Proof. By Lemma 3.1 one has

Zn+r −mn,rZn

σn,r
=

Zn∑
j=1

X
(j)
n,r −mn,r

σn,r
+

Yn,r

σn,r
a.s.,

where {X(j)
n,r; j ≥ 1} are i.i.d. and are independent of Zn and Yn,r. Furthermore,

E

(
X

(j)
n,r −mn,r

σn,r

)
≡ 0, V ar

(
X

(j)
n,r −mn,r

σn,r

)
≡ 1.

Note that Yn,r is independent of Zn, by Lemma 4.3 and (5) we obtain (34).
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Similarly, by Lemma 3.4 one has

Zn −mnW

σn
=

Zn∑
j=1

1− V
(j)
n

σn
+

In
σn

,

where {V (j)
n ; j ≥ 1} are i.i.d. and are independent of Zn and In. Furthermore,

E

(
V

(j)
n − 1

σn

)
≡ 0, V ar

(
V

(j)
n − 1

σn

)
≡ 1.

Note that In is independent of Zn, by Lemma 4.3 and (5) we obtain (35). 2

Proof of Theorem 1.3. Note that by Lemma 3.1, for any n ≥ 1, r ≥ 1, one has

πn,r

σn,r
=

∑n+r
i=n+1 νimi,n+r−i

mn,r

√∑n+r−1
j=n

δ2j
µ2
jmn,j−n

≤ 1

d

n+r∑
i=n+1

νi
mn,i−n

≤ c

d

and by Lemma 3.4, for any n ≥ 1 we have

πn

σn
=

∑∞
i=n+1

νi

mi,i−n√∑∞
j=n

δ2j
µ2
jmn,j−n

≤ c

d
.

Taking ϵn =
[
E
(
Z

− δ
2

n

)] 1
2

in (34) and (35), C = c/d+ 1/2, one obtains Theorem 1.3. 2

5 The LIL for IGWVE

In order to prove Theorem 1.4 we need the following lemmas.

Lemma 5.1. For any ε > 0 one has

∞∑
n=2

[1− Φ((1 + ε)(2 log n)
1
2 )] < ∞ and

∞∑
n=2

[1− Φ((1− ε)(2 log n)
1
2 )] = ∞. (36)

Proof. For any ε > 0, one has

1− Φ((1 + ε)(2 log n)
1
2 ) =

∫ ∞

(1+ε)(2 logn)
1
2

1√
2π

e−
t2

2 dt ≤
∞∑

m=m0

1√
2π

e−
m2

2

≤
∞∑
i=0

1√
2π

e−
m0(m0+i)

2 = N

∞∑
i=0

(
1√
em0

)i

, (37)

where m0 =
[
(1 + ε)(2 log n)

1
2

]
− 1 and N = 1√

2π
e−

m2
0

2 . When n is large enough one has
1√
em0

< 1
2 , so

1− Φ((1 + ε)(2 log n)
1
2 ) ≤ N

∞∑
i=0

(
1√
em0

)i

≤ 2N = O(n−(1+ε)2), (38)

so we obtain the first formula of (36).

1− Φ((1− ε)(2 log n)
1
2 ) =

∫ ∞

(1−ε)(2 logn)
1
2

1√
2π

e−
t2

2 dt ≥ cn−(1−ε)2 , (39)

where c is some positive constant. We obtain the second formula of (36) by (39). 2
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Lemma 5.2. Let {Zn;n ≥ 0} be an IGWVE, then for any fixed r ≥ 1, {Zrn;n ≥ 0} is an

IGWVE. If (2)-(5) are satisfied, then

sup
x

|Qrn,r(x)− Φ(x)| ≤ CrE
(
Z

− δ
2

rn

)
+ C

[
E
(
Z

− δ
2

rn

)] 1
2

, (40)

where Cr and C are defined in Theorem 1.3.

Proof. For any fixed r ≥ 1, let Z ′
n = Zrn, by Lemma 3.1 one has

Z ′
n+1 = Zrn+r =

Zrn∑
j=1

X(j)
rn,r + Yrn,r =

Z′
n∑

j=1

X(j)
rn,r + Yrn,r,

and for any n ≥ 0, {X(j)
rn,r, j ≥ 1} are i.i.d. By the proof of Lemma 3.1 one may see that

{X(j)
rn,r, j ≥ 1} are independent of {Z ′

1, Z
′
2, · · · , Z ′

n} and Yrn,r, {Yrn,r, n ≥ 0} are independent

and for any n ≥ 1, Yrn,r is independent of Z ′
n, so {Zrn;n ≥ 0} is in fact an IGWVE.

(40) is derived from Theorem 1.3. 2

Proof of Theorem 1.4. We only need to prove the lim sup part because of symmetry.

Note that (2) and (4) are satisfied by (9). According to Theorem 1.3 and the assumption that∑∞
n=0

[
E
(
Z

− δ
2

n

)] 1
2

< ∞ one has

∞∑
n=1

sup
x

|Qn,r(x)− Φ(x)| < ∞. (41)

By Lemma 5.1 one has that for any ε > 0,
∞∑

n=2

[
1− Φ((1 + ε)(2 log n)

1
2 )
]
< ∞,

so applying (41) one obtains

∞∑
n=2

[
1−Qn,r

(
(1 + ε)(2 log n)

1
2

)]
< ∞. (42)

Using (42) and Borel-Cantelli Lemma one has

lim sup
n→∞

Zn+r −mn,rZn

(2σ2
n,rZn log n)

1
2

≤ 1 a.s.. (43)

and

lim inf
n→∞

Zn+r −mn,rZn

(2σ2
n,rZn log n)

1
2

≥ −1 a.s.. (44)

Fix r = 1. For any 0 < ε < 1, n ≥ 2, define

An =
{
Zn − µn−1Zn−1 > (1− ε)δn−1(2Zn−1 log(n− 1))

1
2

}
,

we know that An ∈ σ(Z1, Z2, · · · , Zn). Observe that

P (An+1|Z1, Z2, · · · , Zn) = P

(
Zn∑
i=1

(ξn,i − µn) + Yn+1 > (1− ε)δn(2Zn log n)
1
2 |Zn

)

≥ P

(
Zn∑
i=1

(ξn,i − µn) > (1− ε)δn(2Zn log n)
1
2 |Zn

)
≥ 1− Φ

(
(1− ε)(2 log n)

1
2

)
− CZ

− δ
2

n , (45)
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where the last inequality is derived from Lemma 4.3 when Nn is a constant. By Lemma 5.1,

∞∑
n=2

[
1− Φ((1− ε)(2 log n)

1
2 )
]
= ∞. (46)

According to the assumption that
∑∞

n=0

[
E
(
Z

− δ
2

n

)] 1
2

< ∞, (45) and (46) one has

∞∑
n=1

P (An+1|Z1, Z2, · · · , Zn) = ∞,

then by the extension of Borel-Cantelli lemma (cf.[16] Corollary 7.20 ) one has P (An i.o.) = 1,

which implies

lim sup
n→∞

Zn+1 − µnZn

(2δ2nZn log n)
1
2

≥ 1 a.s.. (47)

Given r > 1, we use Z ′
n to denote Zrn. Then by Lemma 5.2 one has that {Z ′

n, n ≥ 0} is an

IGWVE. Applying the method for the proof of the case r = 1 to the process {Z ′
n, n ≥ 0},

lim sup
n→∞

Z ′
n+1 −mrn,rZ

′
n

(2σ2
rn,rZ

′
n log n)

1
2

≥ 1 a.s.,

which means

lim sup
n→∞

Zrn+r −mrn,rZrn

(2σ2
rn,rZrn log rn)

1
2

≥ 1 a.s..

But for any fixed r > 1,

lim sup
n→∞

Zn+r −mn,rZn

(2σ2
n,rZn log n)

1
2

≥ lim sup
n→∞

Zrn+r −mrn,rZrn

(2σ2
rn,rZrn log rn)

1
2

≥ 1 a.s.. (48)

Finally we derive (10) from (43) and (48).

According to Theorem 1.3 one has

∞∑
n=1

sup
x

|Qn(x)− Φ(x)| < ∞, (49)

but Lemma 5.1 tells us for any ε > 0

∞∑
n=2

[
1− Φ

(
(1 + ε)(2 log n)

1
2

)]
< ∞,

so by (49) one has

∞∑
n=2

[
1−Qn

(
(1 + δ)(2 log n)

1
2

)]
< ∞.

Thus by the Borel-Cantelli Lemma,

lim sup
n→∞

Zn −mnW

(2σ2
nZn log n)

1
2

≤ 1 a.s. and lim inf
n→∞

Zn −mnW

(2σ2
nZn log n)

1
2

≥ −1 a.s.. (50)

As for the lower bound, first note that

lim inf
n→∞

mnW − Zn

(2σ2
nZn logn)

1
2

≤ lim inf
n→∞

m−1
n,rZn+r − Zn

(2σ2
nZn log n)

1
2

− lim inf
n→∞

m−1
n,rZn+r −mnW

(2σ2
nZn log n)

1
2

=: I1 − I2, (51)



16 Zhenlong Gao and Yanhua Zhang

but by (10) we have

I1 ≤ − inf
n

σn,r

σnmn,r
a.s., (52)

recalling the assumptions that for any k ≥ 1, α ≤ µk ≤ β, γ2 ≤ δ2k ≤ τ2 and the definition of

σn,r and σn one derives

1−K2β
−r ≥ σn,r

σnmn,r
= 1−

∑∞
j=n+r

δ2j
µ2
jmn,j−n∑∞

j=n

δ2j
µ2
jmn,j−n

≥ 1−K1α
−r, (53)

where K1 and K2 are two positive constants. Now we consider I2. One sees that

m−1
n,rZn+r −mnW

(2σ2
nZn log n)

1
2

=
Zn+r −mn+rW

(2σ2
n+rZn+r log(n+ r))

1
2

·

[ Zn+r

mn+r

Zn

mn

] 1
2

·
[

σ2
n+r

mn,rσ2
n

] 1
2

, (54)

so according to (54) we have

I2 ≥ − sup
n

[
σ2
n+r

mn,rσ2
n

] 1
2

a.s., (55)

but supn
1

mn,r
≤ α−r and

sup
n

σ2
n+r

σ2
n

≤
∑∞

j=n+r
τ2

αj−n−r+2∑∞
j=n

γ2

βj−n+2

≤ τ2

γ2
=: K3. (56)

Since r is arbitrary, by (51)-(56) one has

lim inf
n→∞

mnW − Zn

(2σ2
nZn log n)

1
2

≤ −1 a.s.,

which implies

lim sup
n→∞

Zn −mnW

(2σ2
nZn log n)

1
2

≥ 1 a.s.. 2
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