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#### Abstract

An associative ring is said to be right strongly Hopfian if the chain of right annihilators $r_{R}(a) \subseteq r_{R}\left(a^{2}\right) \subseteq \cdots$ stabilizes for each $a \in R$. In this article, we are interested in the class of right strongly Hopfian rings and the transfer of this property from an associative ring $R$ to the Ore extension $R[x ; \alpha, \delta]$ and the monoid ring $R[M]$. It is proved that if $R$ is ( $\alpha, \delta$ )-compatible and $R[x ; \alpha, \delta]$ is reversible, then the Ore extension $R[x ; \alpha, \delta]$ is right strongly Hopfian if and only if $R$ is right strongly Hopfian, and it is also showed that if $M$ is a strictly totally ordered monoid and $R[M]$ is a reversible ring, then the monoid $\operatorname{ring} R[M]$ is right strongly Hopfian if and only if $R$ is right strongly Hopfian. Consequently, several known results regarding strongly Hopfian rings are extended to a more generally setting.
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## 1. Introduction

Throughout this paper all rings are associative with identity. For a nonempty subset $X$ of a ring $R, l_{R}(X)=\{a \in R \mid a X=0\}$ and $r_{R}(X)=\{a \in R \mid X a=0\}$ denote the left and the right annihilator of $X$ in $R$, respectively. Following A. Hmaimou et al [5], a ring $R$ is left strongly Hopfian if for every endomorphism $f$ of $R$, the chain $\operatorname{ker} f \subseteq \operatorname{ker} f^{2} \subseteq \cdots$ stabilizes. Equivalently, $R$ is left strongly Hopfian if the chain of left annihilators $l_{R}(a) \subseteq l_{R}\left(a^{2}\right) \subseteq \cdots$ stabilizes for each $a \in R$. The class of left strongly Hopfian rings is very large. It contains Noetherian rings, Laskerian rings, rings
satisfying acc on d-annihilators and those satisfying acc on d-colons, and so on [4]. If $R$ is a commutative ring, then a left strongly Hopfian ring is also called a strongly Hopfian ring. A. Hmaimou et al [5] showed that for a commutative ring $R$, the ring $R$ is strongly Hopfian if and only if the polynomial ring $R[x]$ is strongly Hopfian if and only if the Laurent polynomial ring $R\left[x ; x^{-1}\right]$ is strongly Hopfian. Let $R$ be a commutative ring. In [4], S. Hizem provided an example of a strongly Hopfian ring $R$ such that the power series ring $R[[x]]$ is not necessary strongly Hopfian, and also gave some necessary and sufficient conditions for $R[[x]]$ to be strongly Hopfian. For more details and properties of left strongly Hopfian rings, see $[2,4,5,7,8]$.

Let $\alpha$ be an endomorphism, and $\delta$ an $\alpha$-derivation of $R$, that is, $\delta$ is an additive map such that $\delta(a b)=\delta(a) b+\alpha(a) \delta(b)$, for $a, b \in R$. According to Annin [1], a ring $R$ is said to be $\alpha$-compatible if for each $a, b \in R, a b=0 \Leftrightarrow a \alpha(b)=0$. Clearly, this may only happen when the endomorphism $\alpha$ is injective. Moreover, $R$ is said to be $\delta$-compatible if for each $a, b \in R, a b=0 \Rightarrow a \delta(b)=0$. A ring $R$ is $(\alpha, \delta)$-compatible if it is both $\alpha$-compatible and $\delta$-compatible. Recall that a ring $R$ is reversible if $a b=0 \Rightarrow b a=0$ for all $a, b \in R$, and a ring $R$ is semicommutative if $a b=0$ implies $a R b=0$ for any $a, b \in R$. Clearly, any subring of a reversible ring is also reversible, and if $R$ is a reversible ring, then for any $n \in \mathbb{N}$ and any permutation $\sigma \in S_{n}, x_{1} x_{2} \cdots x_{n}=0$ implies $x_{\sigma(1)} R x_{\sigma(2)} R \cdots x_{\sigma(n)} R=0$ for any $x_{i} \in R, 1 \leq i \leq n$. Reversible rings are semicommutative, but the reverse is not true in general [6, Example 1.5]. Let $f(x)=a_{0}+a_{1} x+\cdots+a_{n} x^{n} \in R[x ; \alpha, \delta],\left\{a_{0}, a_{1}, \ldots, a_{n}\right\}$ denotes the subset of $R$ comprised of the coefficients of $f(x)$.

In this article, we are interested in the class of right strongly Hopfian rings and the transfer of this property from an associative ring $R$ to the Ore extension $R[x ; \alpha, \delta]$ and the monoid ring $R[M]$. We first provide some examples of right strongly Hopfian rings. We next show that: (1) if $R$ is ( $\alpha, \delta$ )-compatible and $R[x ; \alpha, \delta]$ is reversible, then the Ore extension $R[x ; \alpha, \delta]$ is right strongly Hopfian if and only if $R$ is right strongly Hopfian. (2) If $M$ is a strictly totally ordered monoid and $R[M]$ a reversible ring, then the monoid ring $R[M]$ is right strongly Hopfian if and only if $R$ is right strongly Hopfian.

## 2. Extensions of right strongly Hopfian rings

Definition 2.1 $A$ ring $R$ is right strongly Hopfian if the chain of right annihilators $r_{R}(a) \subseteq r_{R}\left(a^{2}\right) \subseteq \cdots$ stabilizes for each $a \in R$.

The next Lemma is known and very useful. We leave the proof for the reader.
Lemma 2.2 Let $a \in R$. Then the chain $r_{R}(a) \subseteq r_{R}\left(a^{2}\right) \subseteq \cdots$ stabilizes if and only if there exists $n>m$ such that $r_{R}\left(a^{n}\right)=r_{R}\left(a^{m}\right)$.

Lemma 2.3 Let $A \subset B$ be an extension of rings. If $B$ is right strongly Hopfian, then so is $A$.

Proof Let $a \in A$. Then $r_{A}(a)=r_{B}(a) \cap A$.
Proposition 2.4 Let $T_{n}(R)$ denote the $n \times n$ upper triangular matrix ring over a ring $R$. Then the following conditions are equivalent:
(1) $R$ is right strongly Hopfian;
(2) $T_{n}(R)$ is right strongly Hopfian.

Proof $\quad(1) \Rightarrow(2)$. Suppose $R$ is right strongly Hopfian and let

$$
A=\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
0 & a_{22} & \cdots & a_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & a_{n n}
\end{array}\right) \in T_{n}(R)
$$

We proceed by induction on $n$ to show that $T_{n}(R)$ is right strongly Hopfian. Let $n=2$. Put $\alpha=\left(\begin{array}{cc}a & b \\ 0 & c\end{array}\right) \in T_{2}(R)$. Since $R$ is right strongly Hopfian, there exists $m \in \mathbb{N}$ such that for any $n>m, r_{R}\left(a^{n}\right)=r_{R}\left(a^{m}\right)$ and $r_{R}\left(c^{n}\right)=r_{R}\left(c^{m}\right)$. Now we show that $r_{T_{2}(R)}\left(\alpha^{2 m+1}\right)=r_{T_{2}(R)}\left(\alpha^{2 m}\right)$. If $\beta=\left(\begin{array}{cc}x & y \\ 0 & z\end{array}\right) \in r_{T_{2}(R)}\left(\alpha^{2 m+1}\right)$, then

$$
\begin{aligned}
& \alpha^{2 m+1} \beta \\
& =\left(\begin{array}{ll}
a^{2 m+1} & a^{2 m} b+a^{2 m-1} b c+\cdots+a^{m} b c^{m}+\cdots+b c^{2 m} \\
0 & c^{2 m+1}
\end{array}\right)\left(\begin{array}{ll}
x & y \\
0 & z
\end{array}\right) \\
& =\left(\begin{array}{ll}
a^{2 m+1} x & a^{2 m+1} y+\left(a^{2 m} b+a^{2 m-1} b c+\cdots+a^{m} b c^{m}+\cdots+b c^{2 m}\right) z \\
0 & c^{2 m+1} z
\end{array}\right)=0 .
\end{aligned}
$$

Thus $x \in r_{R}\left(a^{2 m+1}\right)=r_{R}\left(a^{2 m}\right)$ and $z \in r_{R}\left(c^{2 m+1}\right)=r_{R}\left(c^{2 m}\right)=\cdots=r_{R}\left(c^{m}\right)$. Hence the equation

$$
a^{2 m+1} y+\left(a^{2 m} b+a^{2 m-1} b c+\cdots+a^{m} b c^{m}+\cdots+b c^{2 m}\right) z=0
$$

becomes

$$
\begin{aligned}
& a^{2 m+1} y+\left(a^{2 m} b+a^{2 m-1} b c+\cdots+a^{m+1} b c^{m-1}\right) z \\
= & a^{m+1}\left(a^{m} y+\left(a^{m-1} b+a^{m-2} b c+\cdots+b c^{m-1}\right) z\right)=0 .
\end{aligned}
$$

Then

$$
a^{m} y+\left(a^{m-1} b+a^{m-2} b c+\cdots+b c^{m-1}\right) z \in r_{R}\left(a^{m+1}\right)
$$

and so

$$
a^{m} y+\left(a^{m-1} b+a^{m-2} b c+\cdots+b c^{m-1}\right) z \in r_{R}\left(a^{m}\right)
$$

Hence

$$
\begin{aligned}
& a^{m}\left(a^{m} y+\left(a^{m-1} b+a^{m-2} b c+\cdots+b c^{m-1}\right) z\right) \\
= & a^{2 m} y+\left(a^{2 m-1} b+a^{2 m-2} b c+\cdots+a^{m} b c^{m-1}\right) z=0 .
\end{aligned}
$$

Then

$$
\begin{aligned}
& a^{2 m} \beta \\
= & \left(\begin{array}{ll}
a^{2 m} & a^{2 m-1} b+a^{2 m-2} b c+\cdots+a b c^{2 m-2}+b c^{2 m-1} \\
0 & c^{2 m}
\end{array}\right)\left(\begin{array}{ll}
x & y \\
0 & z
\end{array}\right) \\
= & \left(\begin{array}{ll}
a^{2 m} x & a^{2 m} y+\left(a^{2 m-1} b+a^{2 m-2} b c+\cdots+a^{m} b c^{m-1}+\cdots+b c^{2 m-1}\right) z \\
0 & c^{2 m} z \\
= & \left(\begin{array}{ll}
2 m & a^{2 m} y+\left(a^{2 m-1} b+a^{2 m-2} b c+\cdots+a^{m} b c^{m-1}\right) z \\
0 & 0
\end{array}\right)=0 .
\end{array} .\right.
\end{aligned}
$$

Hence $r_{T_{2}(R)}\left(\alpha^{2 m+1}\right) \subseteq r_{T_{2}(R)}\left(\alpha^{2 m}\right)$ and so $r_{T_{2}(R)}\left(\alpha^{2 m+1}\right)=r_{T_{2}(R)}\left(\alpha^{2 m}\right)$. Therefore $T_{2}(R)$ is right strongly Hopfian.

Next, we assume that the result is true for $n-1, n>2$, and let

$$
A=\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
0 & a_{22} & \cdots & a_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & a_{n n}
\end{array}\right) \in T_{n}(R)
$$

We show that $r_{T_{n}(R)}(A) \subseteq r_{T_{n}(R)}\left(A^{2}\right) \subseteq \cdots$ stabilizes. Put

$$
A=\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
0 & a_{22} & \cdots & a_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & a_{n n}
\end{array}\right)=\left(\begin{array}{ll}
A_{n-1} & B \\
0 & a_{n n}
\end{array}\right)
$$

By the induction hypothesis, we can find $m \in \mathbb{N}$ such that for any $s>m, r_{T_{n-1}(R)}\left(A_{n-1}^{s}\right)=$ $r_{T_{n-1}(R)}\left(A_{n-1}^{m}\right)$ and $r_{R}\left(a_{n n}^{s}\right)=r_{R}\left(a_{n n}^{m}\right)$. Then using the same way as above, we can show that $r_{T_{n}(R)}\left(A^{2 m+1}\right)=r_{T_{n}(R)}\left(A^{2 m}\right)$ and so $T_{n}(R)$ is right strongly Hopfian by induction.
$(2) \Rightarrow(1)$ This follows easily from Lemma 2.3.
Corollary 2.5 Let $L_{n}(R)$ denote the lower triangular matrix ring over $R$. Then the following conditions are equivalent:
(1) $R$ is right strongly Hopfian;
(2) $L_{n}(R)$ is right strongly Hopfian.

Let

$$
S_{n}(R)=\left\{\left.\left(\begin{array}{llll}
a & a_{12} & \cdots & a_{1 n} \\
0 & a & \cdots & a_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & a
\end{array}\right) \right\rvert\, a, a_{i j} \in R\right\}
$$

$$
G_{n}(R)=\left\{\left.\left(\begin{array}{llll}
a_{1} & a_{2} & \cdots & a_{n} \\
0 & a_{1} & \cdots & a_{n-1} \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & a_{1}
\end{array}\right) \right\rvert\, a_{i} \in R, 1 \leq i \leq n\right\}
$$

and let $R \bowtie R$ denote the trivial extension of $R$ by $R$.
Corollary 2.6 The following conditions are equivalent:
(1) $R$ is right strongly hopfian;
(2) $S_{n}(R)$ is right strongly Hopfian;
(3) $G_{n}(R)$ is right strongly Hopfian;
(4) $R[x] /\left(x^{n}\right)$ is right strongly Hopfian;
(5) $R \bowtie R$ is right strongly Hopfian.

Proof Note that $R[x] /\left(x^{n}\right) \cong G_{n}(R)$ and $R \bowtie R \cong G_{2}(R)$.
Let $R$ be a ring. Immediately, we deduce that the lower triangular matrix ring over $R$ is right strongly Hopfian if and only if the upper triangular matrix ring is right strongly Hopfian. Let $R$ be a ring, and let $W(R)=\left\{\left.\left(\begin{array}{lll}a_{11} & 0 & 0 \\ a_{21} & a_{22} & a_{23} \\ 0 & 0 & a_{33}\end{array}\right) \right\rvert\, a_{i j} \in R\right\}$.
Then $W(R)$ is a $3 \times 3$ subring of $M_{3}(R)$ under usual matrix addition and multiplication. A natural problem asks if the right strongly Hopfian property of such a ring coincides with that of $R$. This inspires us to consider the right strongly Hopfian property of $W(R)$.

Proposition 2.7 Let $R$ be a ring. Then $W(R)$ is right strongly Hopfian if and only if $R$ is right strongly Hopfian.

Proof Suppose $R$ is right strongly Hopfian and let

$$
\alpha=\left(\begin{array}{ccc}
a & 0 & 0 \\
x & b & y \\
0 & 0 & c
\end{array}\right) \in W(R)
$$

Then there exists $m \in \mathbb{N}$ such that for any $n>m, r_{R}\left(a^{n}\right)=r_{R}\left(a^{m}\right), r_{R}\left(b^{n}\right)=r_{R}\left(b^{m}\right)$, and $r_{R}\left(c^{n}\right)=r_{R}\left(c^{m}\right)$. Now we show that $r_{W(R)}\left(\alpha^{2 m+1}\right)=r_{W(R)}\left(\alpha^{2 m}\right)$. If

$$
\beta=\left(\begin{array}{ccc}
d & 0 & 0 \\
s & e & t \\
0 & 0 & f
\end{array}\right) \in r_{W(R)}\left(\alpha^{2 m+1}\right)
$$

then

$$
\alpha^{2 m+1} \beta=\left(\begin{array}{lll}
a^{2 m+1} d & 0 & 0 \\
u d+b^{2 m+1} s & b^{2 m+1} e & b^{2 m+1} t+v f \\
0 & 0 & c^{2 m+1} f
\end{array}\right)=0
$$

where

$$
u=x a^{2 m}+b x a^{2 m-1}+\cdots+b^{m} x a^{m}+b^{m+1} x a^{m-1}+\cdots+b^{2 m-1} x a+b^{2 m} x
$$

and

$$
v=b^{2 m} y+b^{2 m-1} y c+b^{2 m-2} y c^{2}+\cdots+b y c^{2 m-1}+y c^{2 m} .
$$

Hence

$$
\begin{aligned}
& d \in r_{R}\left(a^{2 m+1}\right)=r_{R}\left(a^{2 m}\right)=\cdots=r_{R}\left(a^{m}\right), \\
& e \in r_{R}\left(b^{2 m+1}\right)=r_{R}\left(b^{2 m}\right)=\cdots=r_{R}\left(b^{m}\right),
\end{aligned}
$$

and

$$
f \in r_{R}\left(c^{2 m+1}\right)=r_{R}\left(c^{2 m}\right)=\cdots=r_{R}\left(c^{m}\right) .
$$

Then

$$
\begin{aligned}
0 & =u d+b^{2 m+1} s \\
& =\left(x a^{2 m}+b x a^{2 m-1}+\cdots+b^{m} x a^{m}+b^{m+1} x a^{m-1}+\cdots+b^{2 m} x\right) d+b^{2 m+1} s \\
& =\left(b^{m+1} x a^{m-1}+b^{m+2} x a^{m-2}+\cdots+b^{2 m} x\right) d+b^{2 m+1} s \\
& =b^{m+1}\left(\left(x a^{m-1}+b x a^{m-2}+\cdots+b^{m-1} x\right) d+b^{m} s\right),
\end{aligned}
$$

and

$$
\begin{aligned}
0 & =b^{2 m+1} t+v f \\
& =b^{2 m+1} t+\left(b^{2 m} y+b^{2 m-1} y c+\cdots+b^{m+1} y c^{m-1}+b^{m} y c^{m}+\cdots+y c^{2 m}\right) f \\
& =b^{2 m+1} t+\left(b^{2 m} y+b^{2 m-1} y c+\cdots+b^{m+1} y c^{m-1}\right) f \\
& =b^{m+1}\left(b^{m} t+\left(b^{m-1} y+b^{m-2} y c+\cdots+y c^{m-1}\right) f\right)
\end{aligned}
$$

Hence

$$
\left(x a^{m-1}+b x a^{m-2}+\cdots+b^{m-1} x\right) d+b^{m} s \in r_{R}\left(b^{m+1}\right)=r_{R}\left(b^{m}\right)
$$

and

$$
b^{m} t+\left(b^{m-1} y+b^{m-2} y c+\cdots+y c^{m-1}\right) f \in r_{R}\left(\left(b^{m+1}\right)=r_{R}\left(b^{m}\right)\right.
$$

So

$$
\begin{aligned}
& b^{m}\left(\left(x a^{m-1}+b x a^{m-2}+\cdots+b^{m-1} x\right) d+b^{m} s\right) \\
= & \left.b^{m} x a^{m-1}+b^{m+1} x a^{m-2}+\cdots+b^{2 m-1} x\right) d+b^{2 m} s=0 .
\end{aligned}
$$

and

$$
\begin{aligned}
& b^{m}\left(b^{m} t+\left(b^{m-1} y+b^{m-2} y c+\cdots+y c^{m-1}\right) f\right) \\
= & b^{2 m} t+\left(b^{2 m-1} y+b^{2 m-2} y c+\cdots+b^{m} y c^{m-1}\right) f=0 .
\end{aligned}
$$

Then by a routine computations, we can show that $\alpha^{2 m} \beta=0$ and so $\beta \in r_{W(R)}\left(\alpha^{2 m}\right)$. Hence $r_{W(R)}\left(\alpha^{2 m+1}\right)=r_{W(R)}\left(\alpha^{2 m}\right)$. Therefore $W(R)$ is right strongly Hopfian.

Conversely, if $W(R)$ is right strongly Hopfian, then by Lemma 2.3, $R$ is right strongly Hopfian.

Let $\alpha$ be an endomorphism and $\delta$ an $\alpha$-derivation of $R$. We denote by $R[x ; \alpha, \delta]$ the Ore extension whose elements are the polynomials over $R$, the addition is defined
as usual and the multiplication is subject to the relation $x a=\alpha(a) x+\delta(a)$ for any $a \in R$. From this rule, an inductive argument can be made in order to calculate an expression for $x^{j} a$, for all $j \in \mathbb{N}$ and $a \in R$. To recall this result, we shall use some convenient notation introduced in [9].

Notation 2.8 Let $\delta$ be an $\alpha$-derivation of $R$. For integers $i, j$ with $0 \leq i \leq j, f_{i}^{j} \in$ $\operatorname{End}(R,+)$ will denote the map which is the sum of all possible words in $\alpha, \delta$ built with $i$ letters $\alpha$ and $j-i$ letters $\delta$. For instance, $f_{0}^{0}=1, f_{j}^{j}=\alpha^{j}$, $f_{0}^{j}=\delta^{j}$ and $f_{j-1}^{j}=\alpha^{j-1} \delta+\alpha^{j-2} \delta \alpha+\cdots+\delta \alpha^{j-1}$. Using recursive formulas for the $f_{i}^{j}$,s and induction, as done in [9], one can show with a routine computation that

$$
x^{j} a=\sum_{i=0}^{j} f_{i}^{j}(a) x^{i} .
$$

The following Lemma is well known and we omit the proof (see [3, Lemma 2.1]).
Lemma 2.9 Let $R$ be an ( $\alpha, \delta)$-compatible ring. Then we have the following:
(1) If $a b=0$, then $a \alpha^{n}(b)=\alpha^{n}(a) b=0$ for all positive integers $n$.
(2) If $\alpha^{k}(a) b=0$ for some positive integer $k$, then $a b=0$.
(3) If $a b=0$, then $\alpha^{n}(a) \delta^{m}(b)=0=\delta^{m}(a) \alpha^{n}(b)$ for all positive integers $m, n$.
(4) If $a b=0$, then $a f_{i}^{j}(b)=0$ and $f_{i}^{j}(a) b=0$ for all $i, j$.

Lemma 2.10 Let $R$ be an $\alpha$-compatible ring. If $\alpha^{k_{1}}\left(a_{1}\right) \alpha^{k_{2}}\left(a_{2}\right) \cdots \alpha^{k_{n}}\left(a_{n}\right)=0$ for some positive integers, then $a_{1} a_{2} \cdots a_{n}=0$.

Proof Using induction, for $n=1$, the result is true by the injectivity of $\alpha$. Now suppose $\alpha^{k_{1}}\left(a_{1}\right) \alpha^{k_{2}}\left(a_{2}\right) \cdots \alpha^{k_{n}}\left(a_{n}\right)=0$. Then $\alpha^{k_{1}}\left(a_{1}\right) \alpha^{k_{2}}\left(a_{2}\right) \cdots \alpha^{k_{n-1}}\left(a_{n-1}\right) a_{n}=0$, and so $\alpha^{k_{1}}\left(a_{1}\right) \alpha^{k_{2}}\left(a_{2}\right) \cdots \alpha^{k_{n-1}}\left(a_{n-1} a_{n}\right)=0$. Then $a_{1} a_{2} \cdots a_{n}=0$.

Lemma 2.11 Let $R$ be an ( $\alpha, \delta$ )-compatible ring, $f(x)=a_{0}+a_{1} x+\cdots+a_{n} x^{n}$ and $g(x)=b_{0}+b_{1} x+\cdots+b_{m} x^{m}$ be two polynomials in $R[x ; \alpha, \delta]$. Then we have the following:
(1) If for all $0 \leq i \leq n$ and $0 \leq j \leq m, a_{i} b_{j}=0$, then $f(x) g(x)=0$.
(2) If $R$ is semicommutative and $c \in R$ is such that for all $0 \leq j \leq m, c b_{j}=0$, then $c f(x) g(x)=0$.

Proof (1) We have

$$
\begin{aligned}
f(x) g(x) & =\left(a_{0}+a_{1} x+\cdots+a_{n} x^{n}\right)\left(b_{0}+b_{1} x+\cdots+b_{m} x^{m}\right) \\
& =\sum_{l=0}^{m+n}\left(\sum_{s+t=l}\left(\sum_{i=s}^{n} a_{i} f_{s}^{i}\left(b_{t}\right)\right)\right) x^{l} .
\end{aligned}
$$

By Lemma 2.9, $a_{i} b_{t}=0$ implies $a_{i} f_{s}^{i}\left(b_{t}\right)=0$. Thus it is easy to see that $f(x) g(x)=0$.
(2) Since $R$ is semicommutative, for all $0 \leq i \leq n$ and $0 \leq j \leq m, c b_{j}=0$ implies $c a_{i} b_{j}=0$. Thus by (1) we complete the proof.

For two polynomials $f(x)$ and $g(x)$ in $R[x ; \alpha, \delta]$, in order to calculate a expression for $(f(x)+g(x))^{n}$, for all $n \in \mathbb{N}$, we denote by $\left[Q_{i}^{n} f(x) g(x)\right]$ the polynomial which is the sum of all possible terms, which each term is a product of $i$ polynomials $f(x)$ and $n-i$ polynomials $g(x)$. Using this convenient notation, we have $(f(x)+g(x))^{n}=$ $f(x)^{n}+\left[Q_{n-1}^{n} f(x) g(x)\right]+\left[Q_{n-2}^{n} f(x) g(x)\right]+\cdots+\left[Q_{1}^{n} f(x) g(x)\right]+g(x)^{n}$.

Lemma 2.12 Let $R$ be an $(\alpha, \delta)$-compatible semicommutative ring, $a x^{r}, f(x)=b_{0}+$ $b_{1} x+\cdots+b_{m} x^{m}, g(x)=c_{0}+c_{1} x+\cdots+c_{q} x^{q}$ be three polynomials in $R[x ; \alpha, \delta]$. If $c_{j} \in r_{R}\left(a^{n}\right)$ for all $0 \leq j \leq q$, then for any $p>n$, $\left[Q_{n}^{p}\left(a x^{r}\right) f(x)\right] g(x)=0$.

Proof It is easy to check that the coefficients of $\left[Q_{n}^{p}\left(a x^{r}\right) f(x)\right.$ ] can be written as sums of monomials of length $p$ in $f_{s}^{t}(a)$ and $f_{u}^{v}\left(b_{j}\right)$, where $b_{j} \in\left\{b_{0}, b_{1}, \ldots, b_{m}\right\}$ and $t \geq s \geq 0, v \geq u \geq 0$ are nonnegative positive integers. Consider each monomial $f_{s_{1}}^{t_{1}}\left(v_{1}\right) f_{s_{2}}^{t_{2}}\left(v_{2}\right) \cdots f_{s_{p}}^{t_{p}}\left(v_{p}\right)$ where $v_{1}, v_{2}, \ldots, v_{p} \in\left\{a, b_{0}, b_{1}, \ldots, ., b_{m}\right\}$. It would contains $n$ letters $a$. Suppose $v_{r_{1}}=v_{r_{2}}=\cdots=v_{r_{n}}=a$ for some $1 \leq r_{1}<r_{2}<\cdots<r_{n} \leq p$. Then we write the monomial $f_{s_{1}}^{t_{1}}\left(v_{1}\right) f_{s_{2}}^{t_{2}}\left(v_{2}\right) \cdots f_{s_{p}}^{t_{p}}\left(v_{p}\right)$ as

$$
f_{s_{1}}^{t_{1}}\left(v_{1}\right) \cdots f_{s_{r_{1}}}^{t_{r_{1}}}(a) f_{s_{r_{1}+1}}^{t_{r_{1}+1}}\left(v_{r_{1}+1}\right) \cdots f_{s_{r_{n}-1}}^{t_{r_{n}-1}}\left(v_{r_{n}-1}\right) f_{s_{r_{n}}}^{t_{r_{n}}}(a) f_{s_{r_{n}+1}}^{t_{r_{n}+1}}\left(v_{r_{n}+1}\right) \cdots f_{s_{p}}^{t_{p}}\left(v_{p}\right),
$$

where $v_{s} \in\left\{b_{0}, b_{1}, \ldots, b_{m}\right\}$ if $s \notin\left\{r_{1}, r_{2}, \ldots, r_{n}\right\}$. For each $0 \leq j \leq q$, since $R$ is $(\alpha, \delta)$-compatible and semicommutative, $a^{n} c_{j}=a a \cdots a c_{j}=0$ implies

$$
f_{s_{r_{1}}}^{t_{r_{1}}}(a) f_{s_{r_{2}}}^{t_{r_{2}}}(a) \cdots f_{s_{r_{n}}}^{t_{r_{n}}}(a) c_{j}
$$

and so

$$
f_{s_{1}}^{t_{1}}\left(v_{1}\right) \cdots f_{s_{r_{1}}}^{t_{r_{1}}}(a) f_{s_{r_{1}+1}}^{t_{r_{1}+1}}\left(v_{r_{1}+1}\right) \cdots f_{s_{r_{n}-1}}^{t_{r_{n}-1}}\left(v_{r_{n}-1}\right) f_{s_{r_{n}}}^{t_{r_{n}}}(a) f_{s_{r_{n}+1}}^{t_{r_{n}+1}}\left(v_{r_{n}+1}\right) \cdots f_{s_{p}}^{t_{p}}\left(v_{p}\right) c_{j}=0
$$

Thus by Lemma 2.11, we complete the proof.
The same idea can be used to prove the following.
Corollary 2.13 Let $R$ be an ( $\alpha, \delta$ )-compatible semicommutative ring, $a x^{r}, f(x)=$ $b_{0}+b_{1} x+\cdots+b_{m} x^{m}, g(x)=c_{0}+c_{1} x+\cdots+c_{q} x^{q}$ be three polynomials in $R[x ; \alpha, \delta]$. If $c_{j} \in r_{R}\left(a^{n}\right)$ for all $0 \leq j \leq q$, Then we have the following:
(1) For any $p>n+l$, $\left[Q_{n+l}^{p}\left(a x^{r}\right) f(x)\right] g(x)=0$.
(2) $R[x ; \alpha, \delta]\left(a^{i_{1}} x^{n_{1}}\right) R[x ; \alpha, \delta]\left(a^{i_{2}} x^{n_{2}}\right) R[x ; \alpha, \delta] \cdots\left(a^{i_{k}} x^{n_{k}}\right) R[x ; \alpha, \delta] g(x)=0$ if $i_{1}+$ $i_{2}+\cdots+i_{k} \geq n$.

Proposition 2.14 Let $R$ be ( $\alpha, \delta$ )-compatible and $R[x ; \alpha, \delta]$ be reversible. Then the following conditions are equivalent:
(1) $R$ is right strongly Hopfian;
(2) $R[x ; \alpha, \delta]$ is right strongly Hopfian.

Proof (1) $\Rightarrow(2)$ Let $f(x)=a_{0}+a_{1} x+\cdots+a_{n} x^{n} \in R[x ; \alpha, \delta]$. Since $R$ is right strongly Hopfian, there exists $k \in \mathbb{N}$ such that for all $l>k$ and all $0 \leq i \leq n$, $r_{R}\left(a_{i}^{l}\right)=r_{R}\left(a_{i}^{k}\right)$. Now we show that $r_{R[x ; \alpha, \delta]}\left(f(x)^{(n+1) k+1}\right)=r_{R[x ; \alpha, \delta]}\left(f(x)^{(n+1) k}\right)$. If

$$
g(x)=b_{0}+b_{1} x+\cdots+b_{m} x^{m} \in r_{R[x ; \alpha, \delta]}\left(f(x)^{(n+1) k+1}\right),
$$

then

$$
\begin{aligned}
0 & =f(x)^{(n+1) k+1} g(x)=\left(a_{0}+a_{1} x+\cdots+a_{n} x^{n}\right)^{(n+1) k+1}\left(b_{0}+b_{1} x+\cdots+b_{m} x^{m}\right) \\
& =a_{n} \alpha^{n}\left(a_{n}\right) \alpha^{2 n}\left(a_{n}\right) \cdots \alpha^{(n+1) k n}\left(a_{n}\right) \alpha^{[(n+1) k+1] n}\left(b_{m}\right) x^{[(n+1) k+1] n+m}+\text { lower terms. }
\end{aligned}
$$

Hence

$$
a_{n} \alpha^{n}\left(a_{n}\right) \alpha^{2 n}\left(a_{n}\right) \cdots \alpha^{(n+1) k n}\left(a_{n}\right) \alpha^{[(n+1) k+1] n}\left(b_{m}\right)=0
$$

By Lemma 2.10, we obtain $a_{n}^{(n+1) k+1} b_{m}=0$. Hence

$$
b_{m} \in r_{R}\left(a_{n}^{(n+1) k+1}\right)=r_{R}\left(a_{n}^{k}\right)
$$

From $f(x)^{(n+1) k+1} g(x)=0$, we have $a_{n}^{k} f(x)^{(n+1) k+1} g(x)=0$. Then by Lemma 2.11, we obtain

$$
\begin{aligned}
0 & =a_{n}^{k} f(x)^{(n+1) k+1} g(x)=a_{n}^{k}\left(a_{0}+a_{1} x+\cdots+a_{n} x^{n}\right)^{(n+1) k+1}\left(b_{0}+b_{1} x+\cdots+b_{m} x^{m}\right) \\
& =a_{n}^{k}\left(a_{0}+a_{1} x+\cdots+a_{n} x^{n}\right)^{(n+1) k+1}\left(b_{0}+b_{1} x+\cdots+b_{m-1} x^{m-1}\right) \\
& +a_{n}^{k}\left(a_{0}+a_{1} x+\cdots+a_{n} x^{n}\right)^{(n+1) k+1} b_{m} x^{m} \\
& =a_{n}^{k}\left(a_{0}+a_{1} x+\cdots+a_{n} x^{n}\right)^{(n+1) k+1}\left(b_{0}+b_{1} x+\cdots+b_{m-1} x^{m-1}\right) \\
& =a_{n}^{k} a_{n} \alpha^{n}\left(a_{n}\right) \cdots \alpha^{(n+1) k n}\left(a_{n}\right) \alpha^{[(n+1) k+1] n}\left(b_{m-1}\right) x^{[(n+1) k+1] n+m-1}+\text { lower terms. }
\end{aligned}
$$

Hence

$$
a_{n}^{k+1} \alpha^{n}\left(a_{n}\right) \alpha^{2 n}\left(a_{n}\right) \cdots \alpha^{(n+1) k n}\left(a_{n}\right) \alpha^{[(n+1) k+1] n}\left(b_{m-1}\right)=0
$$

and so

$$
b_{m-1} \in r_{R}\left(a_{n}^{(n+2) k+1}\right)=r_{R}\left(a_{n}^{k}\right) .
$$

Using the same method repeatedly, we obtain

$$
b_{j} \in r_{R}\left(a_{n}^{(n+1) k+1}\right)=r_{R}\left(a_{n}^{k}\right) \text { for all } 0 \leq j \leq m
$$

Consider the polynomial $f(x)$ as the sum of two polynomials $a_{n} x^{n}$ and $h(x)=a_{n-1} x^{n-1}+$ $a_{n-2} x^{n-2}+\cdots+a_{0}$. Then by Corollary 2.13 , we obtain

$$
\begin{align*}
0= & f(x)^{(n+1) k+1} g(x)=\left(a_{n} x^{n}+h(x)\right)^{(n+1) k+1} g(x) \\
= & \left(a_{n} x^{n}\right)^{(n+1) k+1} g(x)+\left[Q_{(n+1) k}^{(n+1) k+1}\left(a_{n} x^{n}\right) h(x)\right] g(x)+\cdots \\
& +\left[Q_{k}^{(n+1) k+1}\left(a_{n} x^{n}\right) h(x)\right] g(x)+\left[Q_{k-1}^{(n+1) k+1}\left(a_{n} x^{n}\right) h(x)\right] g(x) \\
& +\cdots+\left[Q_{1}^{(n+1) k+1}\left(a_{n} x^{n}\right) h(x)\right] g(x)+h(x)^{(n+1) k+1} g(x) \\
= & {\left[Q_{k-1}^{(n+1) k+1}\left(a_{n} x^{n}\right) h(x)\right] g(x)+\left[Q_{k-2}^{(n+1) k+1}\left(a_{n} x^{n}\right) h(x)\right] g(x)+\cdots } \\
& +\left[Q_{1}^{(n+1) k+1}\left(a_{n} x^{n}\right) h(x)\right] g(x)+h(x)^{(n+1) k+1} g(x) . \tag{1}
\end{align*}
$$

Multiplying equation (1) on the left side by $\left(a_{n} x^{n}\right)^{k-1}$, then by Lemma 2.12 and Corollary 2.13, we obtain

$$
\left(a_{n} x^{n}\right)^{k-1} h(x)^{(n+1) k+1} g(x)=0 .
$$

Since $R[x ; \alpha, \delta]$ is reversible, this implies

$$
\begin{equation*}
\left[Q_{k-1}^{(n+1) k+1}\left(a_{n} x^{n}\right) h(x)\right] g(x) h(x)^{k-1}=0 \tag{2}
\end{equation*}
$$

Multiplying equation (1) on the right side by $h(x)^{k-1}$, we obtain

$$
\begin{align*}
& {\left[Q_{k-2}^{(n+1) k+1}\left(a_{n} x^{n}\right) h(x)\right] g(x) h(x)^{k-1}+\left[Q_{k-3}^{(n+1) k+1}\left(a_{n} x^{n}\right) h(x)\right] g(x) h(x)^{k-1}} \\
& +\cdots+h(x)^{)^{(n+1) k+1} g(x) h(x)^{k-1}=0 .} \tag{3}
\end{align*}
$$

Multiplying equation (3) on the left side by $\left(a_{n} x^{n}\right)^{k-2}$, we obtain
$\left(a_{n} x^{n}\right)^{k-2}\left[Q_{1}^{(n+1) k+1}\left(a_{n} x^{n}\right) h(x)\right] g(x) h(x)^{k-1}+\left(a_{n} x^{n}\right)^{k-2} h(x)^{(n+1) k+1} g(x) h(x)^{k-1}=0$.
By equation $\left(a_{n} x^{n}\right)^{k-1} h(x)^{(n+1) k+1} g(x)=0$ and $R[x ; \alpha, \delta]$ is reversible, it is easy to see that $\left(a_{n} x^{n}\right)^{k-2}\left[Q_{1}^{(n+1) k+1}\left(a_{n} x^{n}\right) h(x)\right] g(x) h(x)^{k-1}=0$. Hence equation (4) becomes

$$
\left(a_{n} x^{n}\right)^{k-2} h(x)^{(n+1) k+1} g(x) h(x)^{k-1}=0
$$

Since $R[x ; \alpha, \delta]$ is reversible, this implies

$$
\left[Q_{k-2}^{(n+1) k+1}\left(a_{n} x^{n}\right) h(x)\right] g(x) h(x)^{k-1} h(x)^{k-2}=0 .
$$

Multiplying equation (3) on the right side by $h(x)^{k-2}$, we obtain

$$
\left[Q_{k-3}^{(n+1) k+1}\left(a_{n} x^{n}\right) h(x)\right] g(x) h(x)^{k-1} h(x)^{k-2}+\cdots+h(x)^{(n+1) k+1} g(x) h(x)^{k-1} h(x)^{k-2}=0
$$

Continue this process yields that

$$
h(x)^{(n+1) k+1} g(x) h(x)^{k-1} h(x)^{k-2} \cdots h(x)=0
$$

and so

$$
\begin{aligned}
& h(x)^{(n+1) k+1+\frac{k(k-1)}{2}} g(x) \\
= & \left(a_{0}+a_{1} x+\cdots+a_{n-1} x^{n-1}\right)^{(n+1) k+1+\frac{k(k-1)}{2}}\left(b_{0}+b_{1} x+\cdots b_{m} x^{m}\right)=0,
\end{aligned}
$$

since $R[x ; \alpha, \delta]$ is reversible. Now by the same way as above, we obtain

$$
b_{j} \in r_{R}\left(a_{n-1}^{(n+1) k+1+\frac{k(k-1)}{2}}\right)=r_{R}\left(a_{n-1}^{k}\right)
$$

for all $0 \leq j \leq m$. Using induction on $n$, we obtain

$$
b_{j} \in r_{R}\left(a_{i}^{(n+1) k+1}\right)=r_{R}\left(a_{i}^{k}\right)
$$

for all $0 \leq j \leq m$ and $0 \leq i \leq n$. It is now easy to check that $f(x)^{(n+1) k} g(x)=0$. Hence $r_{R[x ; \alpha, \delta]}\left(f(x)^{(n+1) k+1}\right)=r_{R[x ; \alpha, \delta]}\left(f(x)^{(n+1) k}\right)$. Therefore $R[x ; \alpha, \delta]$ is right strongly Hopfian.
$(2) \Rightarrow(1)$ It is trivial.

Corollary 2.15 We have the following:
(1) If $R$ is $\alpha$-compatible and the skew polynomial ring $R[x ; \alpha]$ is reversible, then the skew polynomial ring $R[x ; \alpha]$ is right strongly Hopfian if and only if $R$ is right strongly Hopfian.
(2) If $R$ is $\delta$-compatible and the differential polynomial ring $R[x ; \delta]$ is reversible, then the differential polynomial ring $R[x ; \delta]$ is right strongly Hopfian if and only if $R$ is right strongly Hopfian.

Proof It is an immediate consequence of Proposition 2.14.
Corollary 2.16 ([5, Theorem 5.1]). Let $R$ be a commutative strongly Hopfian ring, then the polynomial ring $R[x]$ is strongly Hopfian.

Let $M$ be a multiplicative monoid. In the following, $e$ will always stand for the identity of $M$. Then $R[M]$ will denote the monoid ring over $R$ consisting of all elements of the form $\sum_{i=1}^{n} r_{i} g_{i}$ with $r_{i} \in R, g_{i} \in M, i=1,2, \ldots, n$, where the addition is given naturally and the multiplication is given by

$$
\left(\sum_{i=1}^{n} r_{i} g_{i}\right)\left(\sum_{j=1}^{m} s_{j} h_{j}\right)=\sum_{i=1}^{n} \sum_{j=1}^{m}\left(r_{i} s_{j}\right)\left(g_{i} h_{j}\right) .
$$

Recall that the ordered monoid $(M, \leq)$ is a strictly ordered monoid if for any $g, g^{\prime}$, $h \in M, g<g^{\prime}$ implies that $g h<g^{\prime} h$ and $h g<h g^{\prime}$.

For two elements $\alpha$ and $\beta$ in $R[M]$, in order to calculate a expression for $(\alpha+\beta)^{n}$, for all $n \in \mathbb{N}$, we denote by $\left[Q_{i}^{n} \alpha \beta\right]$ the sum of all possible terms which each term is a product of $i$ elements $\alpha$ and $n-i$ elements $\beta$. Using this convenient notation, we have $(\alpha+\beta)^{n}=\alpha^{n}+\left[Q_{n-1}^{n} \alpha \beta\right]+\left[Q_{n-2}^{n} \alpha \beta\right]+\cdots+\left[Q_{1}^{n} \alpha \beta\right]+\beta^{n}$.

Lemma 2.17 Let $(M, \leq)$ be a strictly totally ordered monoid and $R$ a semicommutative ring, $\alpha=a g, \beta=b_{1} h_{1}+b_{2} h_{2}+\cdots+b_{n} h_{n}$ and $\gamma=c_{1} v_{1}+c_{2} v_{2}+\cdots+c_{m} v_{m}$ be three elements in $R[M]$. If there exists a positive integer $n \in \mathbb{Z}$ such that $c_{j} \in r_{R}\left(a^{n}\right)$ for all $1 \leq j \leq m$, then for any $p>n,\left[Q_{n}^{p} \alpha \beta\right] \gamma=0$.

Proof The coefficients of $\left[Q_{n}^{p} \alpha \beta\right]$ can be written as sums of monomials of length $p$ in $a$ and $b_{j}$, where $b_{j} \in\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}$. Consider one of such monomials, $d_{1} d_{2} \cdots d_{p}$, where $d_{i} \in\left\{a, b_{1}, b_{2}, \ldots, b_{n}\right\}, 0 \leq i \leq p$. It would contain $n$ letters $a$. Suppose $d_{r_{1}}=d_{r_{2}}=d_{r_{n}}=a$ for some $1 \leq r_{1}<r_{2}<\cdots<r_{n} \leq p$. Then we can written the monomial as $d_{1} d_{2} \cdots d_{r_{1}-1} a d_{r_{1}+1} \cdots d_{r_{n}-1} a d_{r_{n}+1} \cdots d_{p}$. Since $R$ is semicommutative and $c_{j} \in r_{R}\left(a^{n}\right)$ for all $1 \leq j \leq m, a^{n} c_{j}=a a \cdots a c_{j}=0$ implies

$$
d_{1} d_{2} \cdots d_{r_{1}-1} a d_{r_{1}+1} \cdots d_{r_{n}-1} a d_{r_{n}+1} \cdots d_{p} c_{j}=0
$$

for all $1 \leq j \leq m$. Hence each monomial appears in $\left[Q_{n}^{p} \alpha \beta\right] \gamma$ is equal to 0 . Therefore $\left[Q_{n}^{p} \alpha \beta\right] \gamma=0$.

The same idea can be used to prove the following.

Corollary 2.18 Let $(M, \leq)$ be a strictly totally ordered monoid and $R$ a semicommutative ring, $\alpha=a g, \beta=b_{1} h_{1}+b_{2} h_{2}+\cdots+b_{n} h_{n}$ and $\gamma=c_{1} v_{1}+c_{2} v_{2}+\cdots+c_{m} v_{m}$ be three elements in $R[M]$. If there exists a positive integer $n \in \mathbb{Z}$ such that $c_{j} \in r_{R}\left(a^{n}\right)$ for all $1 \leq j \leq m$, then for any $p>n+l$, we have the following:
(1) $\left[Q_{n+l}^{p} \alpha \beta\right] \gamma=0$.
(2) $R[M](a g)^{n_{1}} R[M](a g)^{n_{2}} R[M] \cdots(a g)^{n_{k}} R[M] \gamma R[M]=0$ if $n_{1}+n_{2}+\cdots+n_{k} \geq n$.

Proposition 2.19 Let $M$ be a strictly totally ordered monoid and $R[M]$ a reversible ring. Then the following conditions are equivalent:
(1) $R$ is a right strongly Hopfian ring;
(2) $R[M]$ is a right strongly Hopfian ring.

Proof (1) $\Rightarrow$ (2). Let $\alpha=a_{1} g_{1}+a_{2} g_{2}+\cdots+a_{n} g_{n} \in R[M]$ with $g_{i}<g_{j}$ if $i<j$. Since $R$ is right strongly Hopfian, there exists $k \in \mathbb{N}$ such that for all $l>k$ and all $1 \leq i \leq n, r_{R}\left(a_{i}^{l}\right)=r_{R}\left(a_{i}^{k}\right)$. Now we show that $r_{R[M]}\left(\alpha^{n k+1}\right)=r_{R[M]}\left(\alpha^{n k}\right)$. If $\beta=b_{1} h_{1}+b_{2} h_{2}+\cdots b_{m} h_{m} \in r_{R[M]}\left(\alpha^{n k+1}\right)$ with $h_{s}<h_{t}$ if $s<t$. Then

$$
0=\alpha^{n k+1} \beta=\left(a_{1} g_{1}+a_{2} g_{2}+\cdots+a_{n} g_{n}\right)^{n k+1}\left(b_{1} h_{1}+b_{2} h_{2}+\cdots b_{m} h_{m}\right)
$$

Consider the coefficient of the largest element $g_{n}^{n k+1} h_{m}$ in $\alpha^{n k+1} \beta$, we obtain $a_{n}^{n k+1} b_{m}=$ 0 . Hence $b_{m} \in r_{R}\left(a_{n}^{n k+1}\right)=r_{R}\left(a_{n}^{k}\right)$. From $\alpha^{n k+1} \beta=0$, we have

$$
\begin{aligned}
0= & \left(a_{n}^{k} e\right) \alpha^{n k+1} \beta=\left(a_{n}^{k} e\right)\left(a_{1} g_{1}+a_{2} g_{2}+\cdots+a_{n} g_{n}\right)^{n k+1}\left(b_{1} h_{1}+b_{2} h_{2}+\cdots b_{m} h_{m}\right) \\
= & \left(a_{n}^{k} e\right)\left(a_{1} g_{1}+a_{2} g_{2}+\cdots+a_{n} g_{n}\right)^{n k+1}\left(b_{1} h_{1}+b_{2} h_{2}+\cdots b_{m-1} h_{m-1}\right) \\
& +\left(a_{n}^{k} e\right)\left(a_{1} g_{1}+a_{2} g_{2}+\cdots+a_{n} g_{n}\right)^{n k+1} b_{m} h_{m} \\
= & \left(a_{n}^{k} e\right)\left(a_{1} g_{1}+a_{2} g_{2}+\cdots+a_{n} g_{n}\right)^{n k+1}\left(b_{1} h_{1}+b_{2} h_{2}+\cdots b_{m-1} h_{m-1}\right) \\
= & \left(a_{n}^{k} e\right) \alpha^{n k+1}\left(\beta-b_{m} h_{m}\right) .
\end{aligned}
$$

Consider the coefficient of the largest element $g_{n}^{n k+1} h_{m-1}$ in $\left(a_{n}^{k} e\right) \alpha^{n k+1}\left(\beta-b_{m} h_{m}\right)$, we obtain

$$
b_{m-1} \in r_{R}\left(a_{n}^{(n+1) k+1}\right)=r_{R}\left(a_{n}^{k}\right) .
$$

Continue this process yields that $b_{j} \in r_{R}\left(a_{n}^{n k+1}\right)=r_{R}\left(a_{n}^{k}\right)$ for all $1 \leq j \leq m$. Consider the element $\alpha$ as the sum of two elements $a_{n} g_{n}$ and $\gamma=a_{1} g_{1}+a_{2} g_{2}+\cdots+a_{n-1} g_{n-1}$. Then by Lemma 2.17 and Corollary 2.18, we obtain

$$
\begin{align*}
0 & =\alpha^{n k+1} \beta=\left(a_{n} g_{n}+\gamma\right)^{n k+1} \beta \\
& =\left(a_{n} g_{n}\right)^{n k+1} \beta+\left[Q_{n k}^{n k+1}\left(a_{n} g_{n}\right) \gamma\right] \beta+\cdots+\left[Q_{k-1}^{n k+1}\left(a_{n} g_{n}\right) \gamma\right] \beta+\cdots+\gamma^{n k+1} \beta \\
& =\left[Q_{k-1}^{n k+1}\left(a_{n} g_{n}\right) \gamma\right] \beta+\left[Q_{k-2}^{n k+1}\left(a_{n} g_{n}\right) \gamma\right] \beta+\cdots+\gamma^{n k+1} \beta . \tag{5}
\end{align*}
$$

Multiplying equation (5) on the left side by $\left(a_{n} g_{n}\right)^{k-1}$, then by Corollary 2.18, we obtain $\left(a_{n} g_{n}\right)^{k-1} \gamma^{n k+1} \beta=0$ and so $\left[Q_{k-1}^{n k+1}\left(a_{n} g_{n}\right) \gamma\right] \beta \gamma^{k-1}=0$ since $R[M]$ is reversible. Multiplying equation (5) on the right side by $\gamma^{k-1}$, we obtain

$$
\begin{equation*}
\left[Q_{k-2}^{n k+1}\left(a_{n} g_{n}\right) \gamma\right] \beta \gamma^{k-1}+\left[Q_{k-3}^{n k+1}\left(a_{n} g_{n}\right) \gamma\right] \beta \gamma^{k-1}+\cdots+\gamma^{n k+1} \beta \gamma^{k-1}=0 \tag{6}
\end{equation*}
$$

Multiplying equation (6) on the left side by $\left(a_{n} g_{n}\right)^{k-2}$, we obtain

$$
\left(a_{n} g_{n}\right)^{k-2}\left[Q_{1}^{n k+1}\left(a_{n} g_{n}\right) \gamma\right] \beta \gamma^{k-1}+\left(a_{n} g_{n}\right)^{k-2} \gamma^{n k+1} \beta \gamma^{k-1}=0 .
$$

Since $R[M]$ is reversible, $\left(a_{n} g_{n}\right)^{k-1} \gamma^{n k+1} \beta=0$ implies

$$
\left(a_{n} g_{n}\right)^{k-2}\left[Q_{1}^{n k+1}\left(a_{n} g_{n}\right) \gamma\right] \beta \gamma^{k-1}=0
$$

Hence we obtain $\left(a_{n} g_{n}\right)^{k-2} \gamma^{n k+1} \beta \gamma^{k-1}=0$, and so $\left[Q_{k-2}^{n k+1}\left(a_{n} g_{n}\right) \gamma\right] \beta \gamma^{k-1} \gamma^{k-2}=0$ since $R[M]$ is reversible. Then multiplying equation (6) on the right side by $\gamma^{k-2}$, we obtain

$$
\left[Q_{k-3}^{n k+1}\left(a_{n} g_{n}\right) \gamma\right] \beta \gamma^{k-1} \gamma^{k-2}+\left[Q_{k-4}^{n k+1}\left(a_{n} g_{n}\right) \gamma\right] \beta \gamma^{k-1} \gamma^{k-2}+\cdots+\gamma^{n k+1} \beta \gamma^{k-1} \gamma^{k-2}=0
$$

Continue this process we obtain $\gamma^{n k+1} \beta \gamma^{\frac{k(k-1)}{2}}=0$ and so $\gamma^{n k+1+\frac{k(k-1)}{2}} \beta=0$. Using the same way as above, we can show that

$$
b_{j} \in r_{R}\left(a_{n-1}^{n k+1+\frac{k(k-1)}{2}}\right)=r_{R}\left(a_{n-1}^{k}\right)
$$

for all $1 \leq j \leq m$. Using induction on $n$, we obtain

$$
b_{j} \in r_{R}\left(a_{i}^{n k+1}\right)=r_{R}\left(a_{i}^{k}\right)
$$

for all $1 \leq j \leq m$ and $1 \leq i \leq n$. Then it is easy to check that $\alpha^{n k} \beta=0$. Hence $\beta \in r_{R[M]}\left(\alpha^{n k}\right)$, and so $r_{R[M]}\left(\alpha^{n k+1}\right)=r_{R[M]}\left(\alpha^{n k}\right)$. Therefore $R[M]$ is right strongly Hopfian.
$(2) \Rightarrow(1)$ It is trivial.
Corollary 2.20 ([5, Corollary 5.4]) Let $R$ be a commutative strongly Hopfian ring, then $R\left[x, x^{-1}\right]$ is strongly Hopfian.
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