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We give a new type of contractive condition that ensures the existence and uniqueness of fixed points and best proximity points in complete metric spaces. We provide an example to validate our best proximity point theorem. This result extends and complements some known results from the literature.
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## 1. Introduction and Preliminaries

The Banach contraction mapping principle is a crucial theorem in fixed point theory, which asserts that every contraction on a complete metric space has a unique fixed point. Consequently, a number of extensions of this result appeared in the literature (see [28] and references therein); in particular, one of the most interesting generalizations was given by Geraghty [8] as follows.

THEOREM 1 (Geraghty [8]). Let $(X, d)$ be a complete metric space and $T: X \rightarrow X$ be an operator. Suppose that there exists $\beta:[0,+\infty) \rightarrow[0,1)$ satisfying the condition

$$
\beta\left(t_{n}\right) \rightarrow 1 \text { implies } t_{n} \rightarrow 0, \text { as } n \rightarrow+\infty
$$

If $T$ satisfies the following inequality

$$
d(T x, T y) \leq \beta(d(x, y)) d(x, y), \text { for all } x, y \in X
$$

then $T$ has a unique fixed point.

On the other hand, Kirk [13] explored several significant generalizations of the Banach contraction mapping principle to the case of non-self-mappings. Let $A$ and $B$ be nonempty subsets of a metric space $(X, d)$. A mapping $T: A \rightarrow B$ is called a $k$-contraction if there exists $k \in[0,1)$ such that $d(T x, T y) \leq k d(x, y)$, for all $x, y \in A$. Notice that $k$-contraction coincides with Banach contraction mapping if one take $A=B$.
Moreover, a contraction non-self-mapping may not have a fixed point. In this case, it is quite natural to find an element $x$ such that $d(x, T x)$ is minimum, which implies that $x$ and $T x$ are in close proximity to each other. Precisely, in light of the fact that $d(x, T x)$ is at least $d(A, B):=\inf \{d(x, y): x \in A, y \in B\}$, we are interested in establishing the existence of an element $x$ for which $d(x, T x)=d(A, B)$, such an element is designated as a best proximity point of the non-self-mapping $T$. Obviously, a best proximity point reduces to a fixed point if the considered mapping is a self-mapping.

This research subject has attracted attention of many authors, as confirmed referring to [1]-[30]. It should be noted that best proximity point theorems furnish an approximate solution to the equation $T x=x$, when $T$ has no fixed point.

Here, we collect some notions and notations which will be used throughout the rest of this work. We denote by $A_{0}$ and $B_{0}$ the following sets:

$$
\begin{aligned}
& A_{0}=\{x \in A: d(x, y)=d(A, B) \text { for some } y \in B\}, \\
& B_{0}=\{y \in B: d(x, y)=d(A, B) \text { for some } x \in A\} .
\end{aligned}
$$

In 2003, Kirk et al. [14] presented sufficient conditions for determining when the sets $A_{0}$ and $B_{0}$ are nonempty.
Let $\mathcal{F}$ denote the class of all functions $\beta:[0,+\infty) \rightarrow[0,1)$ satisfying the following condition:

$$
\beta\left(t_{n}\right) \rightarrow 1 \text { implies } t_{n} \rightarrow 0, \text { as } n \rightarrow+\infty .
$$

Definition 1 ([8]). Let $(A, B)$ be a pair of nonempty subsets of a metric space $(X, d)$. A mapping $T: A \rightarrow B$ is said to be a Geraghty-contraction if there exists $\beta \in \mathcal{F}$ such that

$$
d(T x, T y) \leq \beta((d(x, y)) d(x, y), \text { for all } x, y \in A
$$

In [24], Raj introduced the following definition.
Definition 2. Let $(A, B)$ be a pair of nonempty subsets of a metric space $(X, d)$ with $A_{0} \neq \emptyset$. Then the pair $(A, B)$ is said to have the $P$-property if and only if for all $x_{1}, x_{2} \in A_{0}$ and $y_{1}, y_{2} \in B_{0}$,

$$
\left.\begin{array}{l}
d\left(x_{1}, y_{1}\right)=d(A, B) \\
d\left(x_{2}, y_{2}\right)=d(A, B)
\end{array}\right\} \Rightarrow d\left(x_{1}, x_{2}\right)=d\left(y_{1}, y_{2}\right) .
$$

Also in [24], the author showed that any pair $(A, B)$ of nonempty closed convex subsets of a real Hilbert space satisfies the $P$-property. Moreover, it is easily seen that, for any nonempty subset $A$ of $(X, d)$, the pair $(A, A)$ has the $P$-property.

Finally we recall the result obtained by Caballero et al. [4].

THEOREM 2. Let $(A, B)$ be a pair of nonempty closed subsets of a complete metric space $(X, d)$ such that $A_{0}$ is nonempty. Let $T: A \rightarrow B$ be a Geraghty-contraction satisfying $T\left(A_{0}\right) \subseteq B_{0}$. Suppose that the pair $(A, B)$ has the $P$-property. Then there exists a unique $x^{*}$ in $A$ such that $d\left(x^{*}, T x^{*}\right)=d(A, B)$.

In this paper, motivated by Caballero et al. [4] and Salimi and Karapinar [25], we give a new type of contractive condition that ensures the existence and uniqueness of fixed points and best proximity points in complete metric spaces. The presented results are independent from the analogous results in [4], as shown with a simple example.

## 2. Main Results

In this section, we introduce the notion of generalized Geraghty-Suzuki contraction and use this notion for proving our main result.

Definition 3. Let $(A, B)$ be a pair of nonempty subsets of a metric space $(X, d)$. A mapping $T: A \rightarrow B$ is said to be a generalized Geraghty-Suzuki contraction if there exists $\beta \in \mathcal{F}$ such that

$$
\begin{equation*}
\frac{1}{2} d^{*}(x, T x) \leq d(x, y) \Rightarrow d(T x, T y) \leq \beta(M(x, y))[M(x, y)-d(A, B)] \tag{2.1}
\end{equation*}
$$

for all $x, y \in A$, where $d^{*}(x, y)=d(x, y)-d(A, B)$ and

$$
M(x, y)=\max \{d(x, y), d(x, T x), d(y, T y)\}
$$

Thus, we state and prove the following result of existence and uniqueness.
THEOREM 3. Let $(A, B)$ be a pair of nonempty closed subsets of a complete metric space $(X, d)$ such that $A_{0}$ is nonempty. Let $T: A \rightarrow B$ be a generalized Geraghty-Suzuki contraction such that $T\left(A_{0}\right) \subseteq B_{0}$. Suppose that the pair $(A, B)$ has the $P$-property. Then there exists a unique $x^{*}$ in $A$ such that $d\left(x^{*}, T x^{*}\right)=d(A, B)$.

Proof. Let us select an element $x_{0} \in A_{0}$; since $T x_{0} \in T\left(A_{0}\right) \subseteq B_{0}$, we can find $x_{1} \in A_{0}$ such that $d\left(x_{1}, T x_{0}\right)=d(A, B)$. Further, since $T x_{1} \in T\left(A_{0}\right) \subseteq B_{0}$, it follows that there is an element $x_{2}$ in $A_{0}$ such that $d\left(x_{2}, T x_{1}\right)=d(A, B)$. Recursively, we obtain a sequence $\left\{x_{n}\right\}$ in $A_{0}$ such that

$$
\begin{equation*}
d\left(x_{n+1}, T x_{n}\right)=d(A, B), \text { for any } n \in \mathbb{N} \cup\{0\} \tag{2.2}
\end{equation*}
$$

Since $(A, B)$ has the $P$-property, we derive that

$$
\begin{equation*}
d\left(x_{n}, x_{n+1}\right)=d\left(T x_{n-1}, T x_{n}\right), \text { for any } n \in \mathbb{N} \tag{2.3}
\end{equation*}
$$

Now, by (2.2) we get

$$
\begin{equation*}
d\left(x_{n-1}, T x_{n-1}\right) \leq d\left(x_{n-1}, x_{n}\right)+d\left(x_{n}, T x_{n-1}\right)=d\left(x_{n-1}, x_{n}\right)+d(A, B) \tag{2.4}
\end{equation*}
$$

and by (2.2) and (2.3) we obtain

$$
d\left(x_{n}, T x_{n}\right) \leq d\left(x_{n}, T x_{n-1}\right)+d\left(T x_{n-1}, T x_{n}\right)=d\left(x_{n}, x_{n+1}\right)+d(A, B)
$$

Therefore, we have

$$
\begin{align*}
M\left(x_{n-1}, x_{n}\right) & =\max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n-1}, T x_{n-1}\right), d\left(x_{n}, T x_{n}\right)\right\} \\
& \leq \max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right)\right\}+d(A, B) \tag{2.5}
\end{align*}
$$

Clearly, if there exists $n_{0} \in \mathbb{N}$ such that $d\left(x_{n_{0}}, x_{n_{0}+1}\right)=0$, then we have nothing to prove, the conclusion is immediate. In fact,

$$
0=d\left(x_{n_{0}}, x_{n_{0}+1}\right)=d\left(T x_{n_{0}-1}, T x_{n_{0}}\right)
$$

and consequently, $T x_{n_{0}-1}=T x_{n_{0}}$. Thus, we conclude that

$$
d(A, B)=d\left(x_{n_{0}}, T x_{n_{0}-1}\right)=d\left(x_{n_{0}}, T x_{n_{0}}\right)
$$

For the rest of the proof, we suppose that $d\left(x_{n}, x_{n+1}\right)>0$ for any $n \in \mathbb{N} \cup\{0\}$. Now from (2.4), we deduce that

$$
\frac{1}{2} d^{*}\left(x_{n-1}, T x_{n-1}\right) \leq d^{*}\left(x_{n-1}, T x_{n-1}\right) \leq d\left(x_{n}, x_{n-1}\right)
$$

and by (2.1), we get

$$
\begin{align*}
d\left(x_{n}, x_{n+1}\right) & =d\left(T x_{n-1}, T x_{n}\right) \\
& \leq \beta\left(M\left(x_{n-1}, x_{n}\right)\right)\left[M\left(x_{n-1}, x_{n}\right)-d(A, B)\right]  \tag{2.6}\\
& <M\left(x_{n-1}, x_{n}\right)-d(A, B)
\end{align*}
$$

By (2.5) and (2.6), we obtain

$$
d\left(x_{n}, x_{n+1}\right)<M\left(x_{n-1}, x_{n}\right)-d(A, B) \leq \max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right)\right\}
$$

Now, if $\max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right)\right\}=d\left(x_{n}, x_{n+1}\right)$, then

$$
d\left(x_{n}, x_{n+1}\right)<d\left(x_{n}, x_{n+1}\right)
$$

which is a contradiction and hence

$$
M\left(x_{n-1}, x_{n}\right) \leq \max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right)\right\}+d(A, B)=d\left(x_{n-1}, x_{n}\right)+d(A, B)
$$

Therefore, by (2.6) we get

$$
\begin{align*}
d\left(x_{n}, x_{n+1}\right) & =d\left(T x_{n-1}, T x_{n}\right) \\
& \leq \beta\left(M\left(x_{n-1}, x_{n}\right)\right) d\left(x_{n-1}, x_{n}\right)  \tag{2.7}\\
& <d\left(x_{n-1}, x_{n}\right)
\end{align*}
$$

for all $n \in \mathbb{N}$. Consequently, $\left\{d\left(x_{n}, x_{n+1}\right)\right\}$ is a decreasing sequence and bounded below and so $\lim _{n \rightarrow+\infty} d\left(x_{n}, x_{n+1}\right):=L$ exists. Suppose $L>0$ and then, from (2.7), we have

$$
\frac{d\left(x_{n+1}, x_{n+2}\right)}{d\left(x_{n}, x_{n+1}\right)} \leq \beta\left(M\left(x_{n}, x_{n+1}\right)\right) \leq 1
$$

for any $n \geq 0$, which implies that

$$
\lim _{n \rightarrow+\infty} \beta\left(M\left(x_{n}, x_{n+1}\right)\right)=1
$$

On the other hand, since $\beta \in \mathcal{F}$, we get $\lim _{n \rightarrow+\infty} M\left(x_{n}, x_{n+1}\right)=0$, that is,

$$
L=\lim _{n \rightarrow+\infty} d\left(x_{n}, x_{n+1}\right)=0
$$

Since, $d\left(x_{n}, T x_{n-1}\right)=d(A, B)$ holds for all $n \in \mathbb{N}$ and the pair $(A, B)$ satisfies the $P$ property, then for all $m, n \in \mathbb{N}$, we can write $d\left(x_{m}, x_{n}\right)=d\left(T x_{m-1}, T x_{n-1}\right)$. Using the fact that

$$
d\left(x_{l}, T x_{l}\right) \leq d\left(x_{l}, x_{l+1}\right)+d\left(x_{l+1}, T x_{l}\right)=d\left(x_{l}, x_{l+1}\right)+d(A, B)
$$

for all $l \in \mathbb{N}$, we deduce easily

$$
\begin{aligned}
M\left(x_{m}, x_{n}\right) & =\max \left\{d\left(x_{m}, x_{n}\right), d\left(x_{m}, T x_{m}\right), d\left(x_{n}, T x_{n}\right)\right\} \\
& \leq \max \left\{d\left(x_{m}, x_{n}\right), d\left(x_{m}, x_{m+1}\right), d\left(x_{n}, x_{n+1}\right)\right\}+d(A, B)
\end{aligned}
$$

Since $\lim _{n \rightarrow+\infty} d\left(x_{n}, x_{n+1}\right)=0$, then we have

$$
\begin{equation*}
\lim _{m, n \rightarrow+\infty} M\left(x_{m}, x_{n}\right) \leq \lim _{m, n \rightarrow+\infty} d\left(x_{m}, x_{n}\right)+d(A, B) \tag{2.8}
\end{equation*}
$$

We shall show that $\left\{x_{n}\right\}$ is a Cauchy sequence. If not, then we get

$$
\limsup _{m, n \rightarrow+\infty} d\left(x_{n}, x_{m}\right)>0
$$

Thus, without loss of generality, we can assume

$$
\begin{equation*}
\varepsilon=\lim _{m, n \rightarrow+\infty} d\left(x_{n}, x_{m}\right)>0 \tag{2.9}
\end{equation*}
$$

By using the triangular inequality, we have

$$
\begin{equation*}
d\left(x_{n}, x_{m}\right) \leq d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, x_{m+1}\right)+d\left(x_{m+1}, x_{m}\right) \tag{2.10}
\end{equation*}
$$

Now, since $\lim _{n \rightarrow+\infty} d\left(x_{n}, x_{n+1}\right)=0$, then

$$
\begin{aligned}
d(A, B) & \leq \lim _{m \rightarrow+\infty} d\left(x_{m}, T x_{m}\right) \\
& \leq \lim _{m \rightarrow+\infty}\left[d\left(x_{m}, x_{m+1}\right)+d\left(x_{m+1}, T x_{m}\right)\right] \\
& =\lim _{m \rightarrow+\infty}\left[d\left(x_{m}, x_{m+1}\right)+d(A, B)\right]=d(A, B)
\end{aligned}
$$

which implies $\lim _{m \rightarrow+\infty} d\left(x_{m}, T x_{m}\right)=d(A, B)$, that is

$$
\lim _{m \rightarrow+\infty} \frac{1}{2} d^{*}\left(x_{m}, T x_{m}\right)=\lim _{m \rightarrow+\infty} \frac{1}{2}\left[d\left(x_{m}, T x_{m}\right)-d(A, B)\right]=0
$$

On the other hand, from (2.9) follows that there exists $N \in \mathbb{N}$ such that, for all $m, n \geq N$, we have

$$
\frac{1}{2} d^{*}\left(x_{m}, T x_{m}\right) \leq d\left(x_{n}, x_{m}\right)
$$

Now, from (2.1) and (2.10) we have

$$
\begin{align*}
d\left(x_{n}, x_{m}\right) & \leq d\left(x_{n}, x_{n+1}\right)+d\left(T x_{n}, T x_{m}\right)+d\left(x_{m+1}, x_{m}\right) \\
& \leq d\left(x_{n}, x_{n+1}\right)+\beta\left(M\left(x_{n}, x_{m}\right)\right)\left[M\left(x_{n}, x_{m}\right)-d(A, B)\right]+d\left(x_{m+1}, x_{m}\right) \tag{2.11}
\end{align*}
$$

Then from (2.8), (2.11) and $\lim _{n \rightarrow+\infty} d\left(x_{n}, x_{n+1}\right)=0$, we have

$$
\begin{aligned}
\lim _{m, n \rightarrow+\infty} d\left(x_{n}, x_{m}\right) & \leq \lim _{m, n \rightarrow+\infty} \beta\left(M\left(x_{n}, x_{m}\right)\right) \lim _{m, n \rightarrow+\infty}\left[M\left(x_{m}, x_{n}\right)-d(A, B)\right] \\
& \leq \lim _{m, n \rightarrow+\infty} \beta\left(M\left(x_{n}, x_{m}\right)\right) \lim _{m, n \rightarrow+\infty} d\left(x_{m}, x_{n}\right)
\end{aligned}
$$

and so, by (2.9), we get

$$
1 \leq \lim _{m, n \rightarrow+\infty} \beta\left(M\left(x_{n}, x_{m}\right)\right)
$$

that is $\lim _{m, n \rightarrow+\infty} \beta\left(M\left(x_{n}, x_{m}\right)\right)=1$. Therefore, $\lim _{m, n \rightarrow+\infty} M\left(x_{n}, x_{m}\right)=0$ and consequently $\lim _{m, n \rightarrow+\infty} d\left(x_{n}, x_{m}\right)=0$, which is a contradiction. Thus, $\left\{x_{n}\right\}$ is a Cauchy sequence. Since $\left\{x_{n}\right\} \subset A$ and $A$ is a closed subset of the complete metric space $(X, d)$, we can find $x^{*} \in A$ such that $x_{n} \rightarrow x^{*}$, as $n \rightarrow+\infty$. We shall show that $d\left(x^{*}, T x^{*}\right)=d(A, B)$. Suppose to the contrary that $d\left(x^{*}, T x^{*}\right)>d(A, B)$. At first, we have

$$
\begin{aligned}
d\left(x^{*}, T x^{*}\right) & \leq d\left(x^{*}, T x_{n}\right)+d\left(T x_{n}, T x^{*}\right) \\
& \leq d\left(x^{*}, x_{n+1}\right)+d\left(x_{n+1}, T x_{n}\right)+d\left(T x_{n}, T x^{*}\right) \\
& \leq d\left(x^{*}, x_{n+1}\right)+d(A, B)+d\left(T x_{n}, T x^{*}\right)
\end{aligned}
$$

and taking limit as $n \rightarrow+\infty$, we get

$$
\begin{equation*}
d\left(x^{*}, T x^{*}\right)-d(A, B) \leq \lim _{n \rightarrow+\infty} d\left(T x_{n}, T x^{*}\right) \tag{2.12}
\end{equation*}
$$

Also, we have

$$
d\left(x_{n}, T x_{n}\right) \leq d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, T x_{n}\right)=d\left(x_{n}, x_{n+1}\right)+d(A, B)
$$

Taking limit as $n \rightarrow+\infty$ in the above inequality, we obtain

$$
\lim _{n \rightarrow+\infty} d\left(x_{n}, T x_{n}\right) \leq d(A, B)
$$

that is, $\lim _{n \rightarrow+\infty} d\left(x_{n}, T x_{n}\right)=d(A, B)$. Then, we get

$$
\begin{aligned}
\lim _{n \rightarrow+\infty} M\left(x_{n}, x^{*}\right) & =\max \left\{\lim _{n \rightarrow+\infty} d\left(x^{*}, x_{n}\right), \lim _{n \rightarrow+\infty} d\left(x_{n}, T x_{n}\right), d\left(x^{*}, T x^{*}\right)\right\} \\
& =d\left(x^{*}, T x^{*}\right)
\end{aligned}
$$

and hence

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} M\left(x_{n}, x^{*}\right)-d(A, B)=d\left(x^{*}, T x^{*}\right)-d(A, B) \tag{2.13}
\end{equation*}
$$

Next, we have

$$
\begin{align*}
d^{*}\left(x_{n}, T x_{n}\right) & =d\left(x_{n}, T x_{n}\right)-d(A, B) \\
& \leq d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, T x_{n}\right)-d(A, B)  \tag{2.14}\\
& =d\left(x_{n}, x_{n+1}\right)
\end{align*}
$$

and

$$
\begin{align*}
d^{*}\left(x_{n+1}, T x_{n+1}\right) & =d\left(x_{n+1}, T x_{n+1}\right)-d(A, B) \\
& \leq d\left(T x_{n}, T x_{n+1}\right)+d\left(x_{n+1}, T x_{n}\right)-d(A, B) \\
& =d\left(T x_{n}, T x_{n+1}\right)  \tag{2.15}\\
& =d\left(x_{n+1}, x_{n+2}\right) \\
& <d\left(x_{n}, x_{n+1}\right)
\end{align*}
$$

and so (2.14) and (2.15) imply that

$$
\begin{equation*}
\frac{1}{2}\left[d^{*}\left(x_{n}, T x_{n}\right)+d^{*}\left(x_{n+1}, T x_{n+1}\right)\right] \leq d\left(x_{n}, x_{n+1}\right) \tag{2.16}
\end{equation*}
$$

Now, we suppose that the following inequalities hold

$$
\frac{1}{2} d^{*}\left(x_{n}, T x_{n}\right)>d\left(x_{n}, z\right) \quad \text { and } \quad \frac{1}{2} d^{*}\left(x_{n+1}, T x_{n+1}\right)>d\left(x_{n+1}, z\right)
$$

for some $n \in \mathbb{N} \cup\{0\}$. Hence, by using (2.16), we can write

$$
\begin{aligned}
d\left(x_{n}, x_{n+1}\right) & \leq d\left(x_{n}, z\right)+d\left(x_{n+1}, z\right) \\
& <\frac{1}{2}\left[d^{*}\left(x_{n}, T x_{n}\right)+d^{*}\left(x_{n+1}, T x_{n+1}\right)\right] \\
& \leq d\left(x_{n}, x_{n+1}\right)
\end{aligned}
$$

which is a contradiction. Then, for any $n \in \mathbb{N} \cup\{0\}$, either

$$
\frac{1}{2} d^{*}\left(x_{n}, T x_{n}\right) \leq d\left(x_{n}, z\right) \quad \text { or } \quad \frac{1}{2} d^{*}\left(x_{n+1}, T x_{n+1}\right) \leq d\left(x_{n+1}, z\right)
$$

holds. Therefore, by (2.1), (2.12) and (2.13) we deduce

$$
\begin{align*}
d\left(x^{*}, T x^{*}\right)-d(A, B) & \leq \lim _{n \rightarrow+\infty} d\left(T x_{n}, T x^{*}\right)  \tag{2.17}\\
& \leq \lim _{n \rightarrow+\infty} \beta\left(M\left(x_{n}, x^{*}\right)\right) \lim _{n \rightarrow+\infty}\left[M\left(x_{n}, x^{*}\right)-d(A, B)\right] \\
& =\lim _{n \rightarrow+\infty} \beta\left(M\left(x_{n}, x^{*}\right)\right)\left[d\left(x^{*}, T x^{*}\right)-d(A, B)\right] .
\end{align*}
$$

Since $d\left(x^{*}, T x^{*}\right)-d(A, B)>0$, then from (2.17) we get

$$
1 \leq \lim _{n \rightarrow+\infty} \beta\left(M\left(x_{n}, x^{*}\right)\right)
$$

that is,

$$
\lim _{n \rightarrow+\infty} \beta\left(M\left(x_{n}, x^{*}\right)\right)=1
$$

which implies

$$
\lim _{n \rightarrow+\infty} M\left(x_{n}, x^{*}\right)=d\left(x^{*}, T x^{*}\right)=0
$$

and so $d\left(x^{*}, T x^{*}\right)=0>d(A, B)$, a contradiction. Therefore, $d\left(x^{*}, T x^{*}\right) \leq d(A, B)$, that is, $d\left(x^{*}, T x^{*}\right)=d(A, B)$. This means that $x^{*}$ is a best proximity point of $T$ and so the existence of a best proximity point is proved.

We shall show the uniqueness of the best proximity point of $T$. Suppose that $x^{*}$ and $y^{*}$ are two distinct best proximity points of $T$, that is, $x^{*} \neq y^{*}$. This implies that

$$
d\left(x^{*}, T x^{*}\right)=d(A, B)=d\left(y^{*}, T y^{*}\right)
$$

Using the $P$-property, we have

$$
d\left(x^{*}, y^{*}\right)=d\left(T x^{*}, T y^{*}\right)
$$

and so

$$
\begin{aligned}
M\left(x^{*}, y^{*}\right) & =\max \left\{d\left(x^{*}, y^{*}\right), d\left(x^{*}, T x^{*}\right), d\left(y^{*}, T y^{*}\right)\right\} \\
& =\max \left\{d\left(x^{*}, y^{*}\right), d(A, B), d(A, B)\right\} \\
& =d\left(x^{*}, y^{*}\right)
\end{aligned}
$$

Also, we have

$$
\frac{1}{2} d^{*}\left(x^{*}, T x^{*}\right)=\frac{1}{2}\left[d\left(x^{*}, T x^{*}\right)-d(A, B)\right]=0 \leq d\left(x^{*}, y^{*}\right)
$$

Then, by (2.1), we have

$$
\begin{aligned}
d\left(x^{*}, y^{*}\right) & =d\left(T x^{*}, T y^{*}\right) \\
& \leq \beta\left(M\left(x^{*}, y^{*}\right)\right)\left[M\left(x^{*}, y^{*}\right)-d(A, B)\right] \\
& =\beta\left(d\left(x^{*}, y^{*}\right)\right)\left[d\left(x^{*}, y^{*}\right)-d(A, B)\right] \\
& \leq \beta\left(d\left(x^{*}, y^{*}\right)\right) d\left(x^{*}, y^{*}\right) \\
& <d\left(x^{*}, y^{*}\right)
\end{aligned}
$$

which is a contradiction. This completes the proof.
In order to demonstrate the independence of our result from Theorem 2, we give the following example.

Example 1. Consider the space $X=\mathbb{R}^{2}$ endowed with the metric $d: X \times X \rightarrow[0,+\infty)$ given by

$$
d\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)=\left|x_{1}-y_{1}\right|+\left|x_{2}-y_{2}\right|
$$

for all $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right) \in X$. Define the sets

$$
A=\{(1,0),(4,5),(5,4)\} \text { and } B=\{(0,0),(0,4),(4,0)\}
$$

so that $d(A, B)=1, A_{0}=\{(1,0)\}, B_{0}=\{(0,0)\}$ and the pair $(A, B)$ has the $P$-property. Also define $T: A \rightarrow B$ by

$$
T\left(x_{1}, x_{2}\right)= \begin{cases}\left(x_{1}, 0\right) & \text { if } x_{1} \leq x_{2} \\ \left(0, x_{2}\right) & \text { if } x_{1}>x_{2}\end{cases}
$$

Notice that $T\left(A_{0}\right) \subseteq B_{0}$. Now, consider the function $\beta:[0,+\infty) \rightarrow[0,1)$ given by

$$
\beta(t)= \begin{cases}0 & \text { if } t=0 \\ \frac{\ln (1+t)}{t} & \text { if } 0<t \leq 1 \\ \frac{t}{1+t} & \text { if } 1<t \leq 10 \\ \frac{10}{11} & \text { if } t>10\end{cases}
$$

and note that $\beta \in \mathcal{F}$.
Assume that $\frac{1}{2} d^{*}(x, T x) \leq d(x, y)$, for some $x, y \in A$. Then,

$$
\left\{\begin{array}{lc}
x=(1,0), y=(4,5) & \text { or } \\
x=(1,0), y=(5,4) & \text { or } \\
y=(1,0), x=(4,5) & \text { or } \\
y=(1,0), x=(5,4) &
\end{array}\right.
$$

Since $d(T x, T y)=d(T y, T x)$ and $M(x, y)=M(y, x)$ for all $x, y \in A$, hence without loss of generality, we can assume that

$$
(x, y)=((1,0),(4,5)) \text { or }(x, y)=((1,0),(5,4))
$$

Now, we distinguish the following cases:
(i) if $(x, y)=((1,0),(4,5))$, then

$$
d(T(1,0), T(4,5))=4 \leq \frac{8}{1+8} \cdot(8-1)=\beta(M((1,0),(4,5)))[M((1,0),(4,5))-1]
$$

(ii) if $(x, y)=((1,0),(5,4))$, then

$$
d(T(1,0), T(5,4))=4 \leq \frac{8}{1+8} \cdot(8-1)=\beta(M((1,0),(5,4)))[M((1,0),(5,4))-1] .
$$

Consequently, we have

$$
\frac{1}{2} d^{*}(x, T x) \leq d(x, y) \Rightarrow d(T x, T y) \leq \beta(M(x, y))[M(x, y)-d(A, B)]
$$

and hence all the conditions of Theorem 3 hold and $T$ has a unique best proximity point. Here, $x=(1,0)$ is a unique best proximity point of $T$. On the other hand, if $(x, y)=$ $((4,5),(5,4))$, then we have

$$
d(T(4,5), T(5,4))=8>4 / 3=\beta(d((4,5),(5,4))) d((4,5),(5,4)),
$$

that is, Theorem 2 cannot be applied in this case.
If in Theorem 3 we take $\beta(t)=r$, where $r \in[0,1)$, then we have the following consequence.

COROLLARY 1. Let $(A, B)$ be a pair of nonempty closed subsets of a complete metric space $(X, d)$ such that $A_{0}$ is nonempty. Let $T: A \rightarrow B$ be a non-self-mapping such that $T\left(A_{0}\right) \subseteq B_{0}$ and

$$
\frac{1}{2} d^{*}(x, T x) \leq d(x, y) \Rightarrow d(T x, T y) \leq r[\max \{d(x, y), d(x, T x), d(y, T y)\}-d(A, B)],
$$

for all $x, y \in A$, where $d^{*}(x, y)=d(x, y)-d(A, B)$. Suppose that the pair $(A, B)$ has the $P$-property. Then there exists a unique $x^{*}$ in $A$ such that $d\left(x^{*}, T x^{*}\right)=d(A, B)$.

If in Theorem 3 we take $A=B=X$, then we deduce the following fixed point result.
COROLLARY 2. Let $(X, d)$ be a complete metric space and $T: X \rightarrow X$ be a selfmapping. Assume that there exists $\beta \in \mathcal{F}$ such that

$$
\frac{1}{2} d(x, T x) \leq d(x, y) \Rightarrow d(T x, T y) \leq \beta(M(x, y)) M(x, y),
$$

for all $x, y \in A$, where

$$
M(x, y)=\max \{d(x, y), d(x, T x), d(y, T y)\} .
$$

Then $T$ has a unique fixed point.

## References

[1] M.A. Al-Thagafi, N. Shahzad, Convergence and existence results for best proximity points. Nonlinear Anal. 70, 3665-3671 (2009).
[2] J. Anuradha, P. Veeramani, Proximal pointwise contraction. Topol. Appl. 156, 2942-2948 (2009).
[3] S.S. Basha, P. Veeramani, Best proximity pair theorems for multifunctions with open fibres. J. Approx. Theory 103, 119-129 (2000).
[4] J. Caballero, J. Harjani, K. Sadarangani, A best proximity point theorem for Geraghty-contractions. Fixed Point Theory Appl. 2012, 2012:231.
[5] C. Di Bari, T. Suzuki, C. Vetro, Best proximity points for cyclic Meir-Keeler contractions. Nonlinear Anal. 69, 3790-3794 (2008).
[6] A.A. Eldred, P. Veeramani, Existence and convergence of best proximity points. J. Math. Anal. Appl. 323, 1001-1006 (2006).
[7] M. Gabeleh, Best Proximity points for weak proximal contractions. Bull. Malays. Math. Sci. Soc. (2), accepted.
[8] M. Geraghty, On contractive mappings. Proc. Am. Math. Soc. 40, 604-608 (1973).
[9] N. Hussain, M. A. Kutbi, P. Salimi, Best proximity point results for modified $\alpha-\psi$-proximal rational contractions. Abstr. Appl. Anal. 2013 Article ID 927457
[10] E. Karapınar, Best proximity points of cyclic mappings. Appl. Math. Lett. 25, 1761-1766 (2012).
[11] E. Karapınar, I.M. Erhan, Best proximity point on different type contractions. Appl. Math. Inf. Sci. 3, 342-353 (2011).
[12] E. Karapınar, Best proximity points of Kannan type cylic weak $\phi$-contractions in ordered metric spaces. Analele Stiintifice ale Universitatii Ovidius Constanta 20, 51-64 (2012).
[13] W.A. Kirk, Contraction mappings and extensions, in: W.A. Kirk, B. Sims (Eds.), Handbook of Metric Fixed Point Theory, Kluwer Academic Publishers, Dordrecht, 2001, pp. 1-34.
[14] W.A. Kirk, S. Reich, P. Veeramani, Proximinal retracts and best proximity pair theorems. Numer. Funct. Anal. Optim. 24, 851-862 (2003).
[15] J. Markin, N. Shahzad, Best approximation theorems for nonexpansive and condensing mappings in hyperconvex spaces. Nonlinear Anal. 70, 2435-2441 (2009).
[16] C. Mongkolkeha, P. Kumam, Best proximity point theorems for generalized cyclic contractions in ordered metric Spaces. J. Optim. Theory Appl. 155, 215-226 (2012).
[17] C. Mongkolkeha, P. Kumam, "Some common best proximity points for proximity commuting mappings". Optimization Letters, 2012 DOI 10.1007/s11590-012-0525-1
[18] C. Mongkolkeha, P. Kumam, Best proximity points for asymptotic proximal pointwise weakerMeir-Keeler-type-contraction mappings. Journal of the Egyptian Mathematical Society, (2013), http://dx.doi.org/10.1016/j.joems.2012.12.002
[19] C. Mongkolkeha, Y. J. Cho, P. Kumam, Best proximity points for generalized proxinal C-contraction mappings in metric spaces with partial orders. J. Inequal. Appl. 2013, 2013:94
[20] C. Mongkolkeha, Y. J. Cho, P. Kumam, Best proximity points for Geraghty's proximal contraction mapping mappings. Fixed Point Theory Appl. 2013, 2013:180.
[21] H. Nashine, C. Vetro, P. Kumam, Best proximity point theorems for rational proximal contractions. Fixed Point Theory Appl. 2013, 2013:95.
[22] V.S. Raj, P. Veeramani, Best proximity pair theorems for relatively nonexpansive mappings. Appl. Gen. Topol. 10, 21-28 (2009).
[23] V.S. Raj, A best proximity theorem for weakly contractive non-self mappings. Nonlinear Anal. 74, 4804-4808 (2011).
[24] V.S. Raj, Banach's contraction principle for non-self mappings. (preprint).
[25] P. Salimi, E. Karapinar, Suzuki-Edelstein type contractions via auxiliary functions. Mathematical Problems in Engineering, 2013, Article ID 648528.
[26] P. Salimi, C. Vetro, Best proximity point results in non-Archimedean fuzzy metric spaces, Fuzzy Inf. Eng, 2013, DOI 10.jj.
[27] W. Sanhan, C. Mongkolkeha, P. Kumam "Generalized proximal $\psi$-contraction mappings and Best proximity points." Abstr. Appl. Anal. 2012, Article ID 896912, 19 pages.
[28] W. Sintunavarat, P. Kumam, Coupled best proximity point theorem in metric spaces, Fixed Point Theory Appl. 2012, 2012:93 doi:10.1186/1687-1812-2012-93
[29] T. Suzuki, M. Kikkawa, C. Vetro, The existence of best proximity points in metric spaces with the property UC. Nonlinear Anal. 71, 2918-2926 (2009).
[30] C. Vetro, Best proximity points: convergence and existence theorems for p-cyclic mappings. Nonlinear Anal. 73, 2283-2291 (2010).

