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Abstract. In this paper we consider the record values of independent and iden-
tically distributed (i.i.d.) random variables. Some basic properties of record

values of univariate distributions are presented. Representation of records as

sum of independent identical random variables are shown. Some characteriza-
tions of distributions using record values are given. The concomitants of record

values of Morgenstern family copula are considered.
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1. Introduction

Let X1, X2, . . . be a sequence of i.i.d. absolutely continuous random variables with
cumulative distribution function (cdf), F (x), and probability density function (pdf),
f(x). Let

Yn = max(min){X1, X2, . . . , Xn}, n ≥ 1.
We say that Yj is an upper (lower) record value of {Xn, n ≥ 1}, if Yj > (<)Yj−1,
j ≥ 1. The indices at which the upper record values occur are given by record times
{U(n), n > 0}, where

U(n) = min{j| j > U(n− 1), Xj > XU(n−1), n > 1}
and U(1) = 1. We will denote L(n), n ≥ 1, as the indices where lower record values
occur. By our assumption U(1) = L(1) = 1. By definition X1 an upper as well
as a lower record value. For i.i.d. discrete random variables we have two types of
record values: ordinary and weak records. Let X1, X2, . . . be a sequence of i.i.d.
discrete random variables taking values on 0, 1, . . . with distribution function F (x).
The upper weak record times, Uw(n), n ≥ 1, are defined as follows: Uw(1) = 1 and

Uw(n+ 1) = min{j > Uw(n), Xj ≥ max(X1, . . . , Xj−1)}.
The corresponding weak upper record values are defined asXUw

(n+1), n = 0, 1, 2, · · · .
If in the above expression, we replace ≥ by >, then we obtain ordinary upper record
times and upper record values. We consider an example to clarify the differences.
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Suppose the discrete random variables X1, X2, . . . have geometric distribution with
probability mass function (pmf) of the following form for k = 0, 1, 2, . . . ,

p(k) = P (Xi = k) = pqk, 0 < p < 1, q = 1− p.

It can be shown that the marginal pmf of XU(n) is

Pn(x) = P (XU(n) = x) =
(

x

n− 1

)
pnqx−n+1, x = n− 1, n, . . . ; n ≥ 1.

The marginal pmf of XUwn(x) is as follows

Pwn(x) = P (XUwn = x) =
(
x+ n− 1
n− 1

)
pnqx, x = 0, 1, 2, . . . ; n ≥ 1.

In this paper we consider continuous random variables unless mentioned otherwise.

2. Main results

2.1. Distribution of records of continuous random variables

Many properties of the record value sequence can be expressed in terms of the
function R(x) = − ln F̄ (x), where F̄ (x) = 1 − F (x). If we define Fn(x) as the
distribution function of XU(n) for n ≥ 1, then F1(x) = P [XU(1) ≤ x] = F (x) and

F2(x) = P [XU(2) ≤ x]

=
∫ x

−∞

∫ y

−∞

∞∑
i=1

(F (u))i−1 dF (u) dF (y)

=
∫ x

−∞

∫ y

−∞

dF (u)
1− F (u)

dF (y)

=
∫ x

−∞
R(y) dF (y)

If F (x) has a density f(x), then the pdf of XU(2) is f2(x) = R(x)f(x). The distri-
bution function F3(x) of XU(3) is

F3(x) = P (XU(3) ≤ x)

=
∫ x

−∞

∫ y

−∞

∞∑
i=0

(F (u))i R(u) dF (u) dF (y)

=
∫ x

−∞

∫ y

−∞

R(u)
1− F (u)

dF (u) dF (y)

=
∫ x

−∞

(R(u))2

2!
dF (u).

The pdf f3(x) of XU(3) is f3(x) = (R(x))2f(x)/2!, −∞ < x <∞. It can similarly
be shown that the cdf Fn(x) of XU(n) is for −∞ < x <∞

Fn(x) =
∫ x

−∞
f(un)dun

∫ un

−∞

f(un−1)
1− F (un−1)

dun−1 . . .

∫ u2

−∞

f(u1)
1− F (u1)

du1
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=
∫ x

−∞

Rn−1(u)
(n− 1)!

dF (u).

This can be expressed as

Fn(x) =
∫ R(x)

−∞

un− 1

(n− 1)!
e−u du

= 1− e−R(x)
n−1∑
j=0

(R(x))j

j!

The pdf fn(x) of XU(n) is

(2.1) fn(x) =
(R(x))n−1

(n− 1)!
f(x)

The joint pdf f(x1, x2, . . . , xn) of the n record values XU(1), XU(2), . . . , XU(n) is
given for −∞ < x1 < x2 < · · · < xn−1 < xn <∞, by

(2.2) f1,2,...,n(x1, x2, . . . , xn) = r(x1) r(x2) . . . r(xn−1)f(xn)

where r(x) = dR(x)/dx = f(x)/(1 − F (x)), 0 < F (x) < 1. The function r(x) is
known as hazard rate.

The joint pdf of XU(i) and XU(j) is

(2.3) fi,j(xi, xj) =
(R(xi))i−1

(i− 1)!
r(xi)

(R(xj)−R(xi))j−i−1

(j − i− 1)!
f(xj)

for −∞ < xi < xj <∞. The conditional distribution of XU(j)|XU(i) is given by

(2.4) fj|i(xj |xi) =
(R(xj)−R(xi))j−i−1

(j − i− 1)!
f(xj)

1− F (xi)
, for −∞ < xi < xj <∞.

In particular, for j = i+ 1 and −∞ < xi < xi+1 <∞, we have

f(xi+1|XU(i) = xi) =
f(xi+1)

1− F (xi)
.

For i > 0, 1 ≤ k < m, the joint conditional pdf of XU(i+k) and XU(i+m)|XU(i) is
for −∞ < z < x < y <∞

fi+k,,i+ m(x, y|XU(i) = z)

=
1

Γ(m− k)
1

Γ(k)
[R(y)−R(x)]m−k−1[R(x)−R(z)]k−1 f(y) r(x)

F̄ (z)

The marginal pdf of the nth lower record value can be derived by using the
same procedure as that of the nth upper record value. Let H(u) = − lnF (u),
0 < F (u) < 1 and h(u) = −dH(u)/du, then

P (XL(n) ≤ x) =
∫ x

−∞

{H(u)}n −1

(n− 1)!
dF (u)

and the corresponding pdf f(n) can be written as

(2.5) f(n)(x) =
(H(x))n − 1

(n − 1)!
f(x).
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The joint pdf of XL(1), XL(2), . . . , XL(m) can be written as

f(1),(2),...,(m)(x1, x2, . . . , xm) = h(x1)h(x2) . . . h(xm−1)f(xm),

for −∞ < xm < · · · < x1 <∞.
The joint pdf of XL(r) and XL(s) is

(2.6) f(r),(s)(x, y) =
(H(x))r−1

(r − 1)!
[H(y)−H(x)]s−r−1

(s− r − 1)!
h(x) f(y)

for s > r and −∞ < y < x <∞.

Example 2.1. Let us consider the exponential distribution with pdf f(x) = e−x

and cdf F (x) = 1− e−x, 0 ≤ x <∞. Then R(x) = x and

fn(x) =
xn−1

Γ(n)
e−x, x ≥ 0.

The joint pdf of XU(m) and XU(n), n > m is

fm,n(x, y) =
xm−1

Γ(m)Γ(n−m)
(y − x)n−m−1e−y, 0 ≤ x < y <∞.

The conditional pdf of XU(n)|XU(m) = x) is

f(y|XU(m) = x) =
(y − x)n−m−1

Γ(n−m)
e−(y−x), 0 ≤ x < y <∞.

Thus the conditional distribution of XU(n) −XU(m) given XU(m) is the same as the
unconditional distribution of XU(n−m) for n > m.

Example 2.2. Suppose that the random variable X has the Gumbel distribution
with pdf f(x) = exp{−x} exp{−e−x}, −∞ < x < ∞. Let F(n) and f(n) be the cdf
and pdf of XL(n). It is easy to see that

F(n)(x) =
∫ x

−∞

e−nu

Γ(n)
e−e−u

du and f(n)(x) =
e−nx

Γ(n)
e−e−x

, −∞ < x <∞.

Let f(m,n)(x,y) be the joint pdf of XL(m) and XL(n), m< n. Using (2.6), we get for
the Gumbel distribution

f(m,n) (x, y) =
(e−y − e−x)n−m−1

Γ (n−m)
e−mx

Γ (m)
e−ye−e−y

, −∞ < y < x <∞.

Thus the conditional pdf f(n|m)(y|x) of XL(n)|XL(m) = x is given by

f(n|m)(y|x) =
(e− y − e− x)n− m −1

Γ(n−m)
e− ye−(e−y−e−x), −∞ < y < x <∞.

2.2. Representation of records

Let Y1, Y2, . . . , Yn, . . . be a sequence of independent and identically distributed
random variable with cdf F0(x) = 1 − exp(−x), x > 0. Further suppose that
X1, X2,. . . be a sequence i.i.d. r.v.’s with continuous cdf F . Then one has

ln(1− F (x)) d= Y1.

The following theorem (Bairamov and Ahsanullah [8]) gives the representation of
the nth record as sum of n independent random variables.
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Theorem 2.1.

(2.7) XU(n)
d= g−1

F (gF (X1) + gF (X2) + · · ·+ gF (Xn)),

where gF (x) = − ln(1− F (x)) and g−1
F (x) = F−1(1− e−x).

Proof. Using the result of Example 2.1, we obtain

P (XU(n) ≤ x)

= P (Y1 + Y2 + . . .+ Yn)

= P (− ln(1− F (x1)) + (− ln(1− F (X2))) + . . .+ (− ln(1− F (xn))))

= P (gF (X1) + gF (X2) + . . .+ gF (Xn))

= P (g−1
F {gF (X1) + gF (X2) + . . .+ gF (Xn)}).

Therefore

XU(n)
d=g−1

F (gF (X1) + gF (X2) + · · ·+ gF (Xn)).

We will give here the representation of the nth record value of several well known
distribution (for more details see Ahsanullah [2]).

Example 2.3. For the two parameter exponential distribution, E(µ, σ), with cdf
F (x) = 1− e−(x−µ)/σ , x ≥ 0, we obtain

XU(n)
d=X1 +X2 + · · ·+Xn − (n− 1)µ.

Example 2.4. Consider the Weibull distribution, W (α, β) with F (x) = 1−e−βxα

(x ≥ 0, α > 0, β > 0) Using (2.7), we obtain

XU(n)
d=(Xα

1 +Xα
2 + . . .+Xα

2 )
1
α .

Example 2.5. Consider the Power Function distribution, POW (θ, α, β) with cdf

F (x) =


0, x < 0

1−
(

β−x
β−α

)θ

, α ≤ x ≤ β, θ > 0, −∞ < α < β <∞,

1, x ≥ β.

For this distribution, the following representation is true

XU(n)
d=β − (β − α)−(n−1) (β −X1)(β −X2) . . . (β −Xn).

The following theorem can be proved using the same procedure as in the proof of
Theorem 2.1. For details, see Ahsanullah and Nevzorov [4, page 242].

Theorem 2.2. Suppose that {X1, X2, . . .} and {Y1, Y2, . . .} are two sequences of
i.i.d. r.v.’s with continuous distribution functions F and H, respectively. Then

(XU(1), . . . , XU(n))
d=G(H(YU(1))), . . . , G(H(YU(n))),

where G is the inverse function of F .
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2.3. Records of discrete distributions

Let X1, X2, . . . , Xn, . . . be a sequence independent and identically distributed ran-
dom variables taking values on 0, 1, 2, . . . such that F (n) < 1 for all n = 0, 1, 2, . . .
Let pk = P (X1 = k), P (k) =

∑k
j=0 p(j), k ≥ 0 and P̄ (k) = 1 − P (k) with

P (∞) = 1. The joint probability mass function (pmf) of XU(1), . . . XU(n) is de-
fined for 0 ≤ x1 < . . . < xn <∞ as

p1,2,...,n(x1, x2, . . . , xn) = P (XU(1) = x1, XU(2) = x2, . . . , XU(n) = xn)

=
p(x1)
P̄ (x1)

p(x2)
P̄ (x2)

· · · p(xn−1)
P̄ (xn−1)

p(xn)(2.8)

The marginal pmf’s of the upper record values are given as

p1(x1) = P (XU(1) = x1) = p(x1), x1 = 0, 1, 2, . . .,

p2(x2) = P (XU(2) = x2) = R1(x2)p(x2),

where

R1(k) =
∑

0≤x1<x2

B(x1) and B(x) =
p(x)
P̄ (x)

, x2 = 1, 2, . . .

Finally,
pn(xn) = P (XU(n) = xn) = Rn−1(xn)p(xn),

where

Rn−1(xn) =
∑

0≤x1<x2<···<xn−1<xn

B(x1)B(x2) . . . B(xn−1), xn = n− 1, n, . . .

The joint pmf of XU(m) and XU(n), m < n is given by

pm,n(xm, xn) = P (XU(m) = xm, XU(n) = xn)

= Rm−1(xm)A(xm)Rm+1,n(xm, xn)p(xn), m ≤ xm < xn − n+m <∞,(2.9)

where

Rm+1,n(x, y) =
∑

xm<x m+1<···<xn

B(xm+1) . . . B(xn−1), m < n−1, Rn,n(x, y) = 1.

The conditional pmf of XU(n) given XU(m) = xm is

pn|m(XU(n) = xn|XU(m) = xm) = Rm,n(xm, xn)
p(xn)
P̄ (xm)

,

for xm ≤ xn − n+m <∞ and

(2.10) Pn|n−1(XU(n) = xn|XU(n−1) = xn−1) =
p(xn)
P̄ (xn−1)

, xn−1 < xn.

It follows that the sequence of upper record valuesXU(1), XU(2) . . . forms a Markov
chain. Let In = n if n is a record value i.e. XU(m) = n, for m = 1, 2, . . . and In = 0
if XU(1), XU(2), . . . does not contain the value n.

The following theorem is due to Aliev and Ahsanullah [7].
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Theorem 2.3. Let X1, X2, . . . be a sequence of independent and identically dis-
tributed random variables taking values on 0, 1, 2, . . . with common distribution func-
tion F such that F (n) < 1 for all n and E(X2

i ) <∞. Suppose that {Bk, k = 0, 1, . . .|
be a sequence of numbers such that 2+2Bn+1−Bs−Bs+2 ≥ 0}. If there exits F (x)
such that E{(XU(2) −XU(1))2|XU(1)} = Bs, s = 0, 1, 2 . . . . Then F (x) is unique.

2.4. Geometric distribution

A discrete random variable X is said to have geometric distribution if its probability
mass function (pmf) is of the following form:

p(k) = P (X = k) = pqk−1, 0 < p < 1, q = 1− p, k ∈ A0

where An is the set of integers n+ 1, n+ 2, . . . (n ≥ 0). We say X ∈ GE(p), if the
pmf of X is as given in. For k > 0, we define r(k) = P (X = k|X ≥ k). We choose
to distinguish between GE(p) and the larger class of distributions having geometric
tail (GET). We write X ∈ GET(s, p) if the pmf of X is as follows:

p(k) = P (X = k) = cqk−1, q = 1− p, k ∈ As,

where c is such that
∞∑

k =s + 1

p(k) = 1. If s = 0, then GET(s, p) = GE(p) with c = p.

The geometric distribution like the exponential distribution possesses the memory
less property, i.e.

P̄ (r + s) = P̄ (r)P̄ (s),

where r and s are positive integers and P̄ (j) =
∞∑

k=j+1

p(k). Geometric distribution

is said to be a discrete analogue of the exponential distribution.
If X ∈ GE(p), then P̄ (x) = qx and p(x) = pqx−1, for x ∈ A0. Substituting the

values of P̄ (xi) and p(xi) in (2.8), we get

p(x1, x2, . . . , xm) = pnqxm−m, 1 ≤ x1 < x2 < · · · < xm <∞.

The conditional pmf of XU(n)|XU(n−1) = xn−1 is

P (XU(n) = xn|XU(n−1) = xn−1) = pqxn−xn−1−1, n− 1 ≤ xn−1 < xn <∞.

Thus XU(n) −XU(n−1) is independent of XU(n−1) and XU(n) −XU(n−1) ∈ GE(p),
n = 2, 3, . . . . Let V1 = XU(1), V2 = XU(2)−XU(1) and Vn = XU(n)−XU(n−1). Then
Vi’s are independent and Vi ∈ GE(p). We have

(2.11) XU(n) = V1 + V2 + · · ·+ Vn.

It is known that if X ∈ GE(p), then

E(s)X =
∞∑

x=1

sxpqx−1 =
ps

1− qs
.

Using (2.11) we obtain

E(sXU(n)) = E(sV1+V2+···+Vn) =
(

ps

1− qs

)n

.
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The coefficient of sx in (ps/(1 − qs))n is
(
x−1
n−1

)
pnqx−n (x ≥ n). Thus the marginal

pmf of XU(m) can be written as

pm(x) = P (XU(m) = x) =
(
x− 1
m− 1

)
p m q x − m , x ∈ Am − 1 , m ≥ 1.

We see that XU(m) has a negative binomial distribution with parameters m and p.
We can write for n > m,

XU(n)|XU(m) = xm
d
= Um+1 + · · ·+ Un + xm

and

E
(
sXU(n) |XU(m) = xm

)
= sxm

(
ps

1− qs

)n−m

.

Considering the coefficient of sy in sxn (ps/1− qs)n−m

pn|m(y|x) = P (XU(n) = y|XU(m) = x) =
(
y − x− 1
n−m− 1

)
pn−mqy−x−n+m

we obtain the conditional pmf of XU(n) given XU(m) as

P (XU(n) = y|XU(m) = x) =
(
y − x− 1
n−m− 1

)
pn−mqy−x−n+m, 0 < m ≤ x ≤ y−n+m <∞.

But we know that the marginal pmf of XU(m) is

P (XU(m) = x) =
(
x− 1
m− 1

)
pmqx−m, x ∈ Am−1, m ≥ 1.

Thus, the joint pmf of XU(m) and XU(n) is

P (XU(m) = x,XU(n) = y) =
(
x− 1
m− 1

)(
y − x− 1
n−m− 1

)
pnqy−n, m ≤ x < y−n+m <∞.

Let Zm,n = XU(n) − XU(m), 0 < m < n <∞, then

P (Zm,n = z|XU(m) = x) = P (XU(n) = z + x|XU(m) = x)

=
(

z − 1
n−m− 1

)
pn−m(1− p)z−n+m, z ∈ An−m−1.

Thus Zn,m and XU(m) are independent. Further Zn,m and XU(n−m) are identically
distributed.

2.5. Characterizations

Here we present some characterizations of discrete distributions. For characteriza-
tions of continuous distributions, see Ahsanullah and Raqab [5]. There are several
characterizations of the geometric distributions based on

(i) independence of XU(n) −XU(m) and XU(m),
(ii) conditional distribution of XU(n)|XU(m), and
(iii) moment properties of some functions of XU(n) for n > m.

The following Theorem is proved by Srivastava [12].
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Theorem 2.4. Suppose F (x) is the distribution function of the sequence of i.i.d.
random variables {Xn, n ≥ 1} with positive mass function only at 1, 2, . . . . Then
P (XU(2) − XU(1) = 1|XU(1) = i) = P (XU(2) − XU(1) = 1) for i = 1, 2, . . . , if and
only if Xn has the geometric distribution with pmf given by

pj = P (X = j) = cp(1− p)j−2, j = 2, 3, . . .

and

p1 = 1−
∞∑

j=2

pj = 1− c, 0 < p < 1, 0 < c < 1.

Theorem 2.5. Let {Xn, n ≥ 1} be a sequence of independent and identically dis-
tributed discrete random variables with common distribution function F . Suppose
Xn is concentrated on the positive integers and a = sup{x|F (x) < 1} = ∞. Then
Xn ∈ GET (n, p) for some fixed n ≥ 1, if and only if XU(n+1) − XU(n) and XU(n)

are independent.

Proof. We have already seen that for u ∈ A0,

P (XU(n+1) −XU(n) = u|XU(n) = y) = pqu−1 = P (Xk = u).

Does the above condition characterize the geometric distribution? As an answer
to that question we have the following theorem.

Theorem 2.6. Let {Xn, n = 1, 2, ...} be a sequence of independent and identically
distributed discrete random variables with common distribution function F . Suppose
Xn is concentrated on the positive integers with a = sup{x|F (x) < 1} = ∞. Further
if P (XU(n+1) −XU(n) = u|XU(n) = y) = P (X1 = u) for two fixed y ∈ An−1 and y1
and y2 are relatively prime and all u ∈ A0, then X1 ∈ GET (n, p).

Proof. Suppose that P (XU(n+1) −XU(n) = u|XU(n) = y) = P (X1 = u), then from
(2.10), we have

P (XU (n+ 1)−XU (n) = u|XU (n) = y) =
p(u+ y)
P̄ (y)

= p(u)

for two relatively prime y1, y2 ∈ An−1 and all u ∈ A0. Summing with respect
to u from u0 + 1 to ∞, we get P̄ (u0 + y)/P̄ (y) = P̄ (u0) for two relatively prime
y1, y2 ∈ An−1 and all u ∈ A0. The general solution is

P̄ (x) = cpx, x ∈ An,

and since P̄ (∞) = 0, we must have

P̄ (x) = cpx, 0 < q < 1, x ∈ An.

Srivastava [12] gave a characterization of the geometric distribution using the
condition E(XU(2)|XU(1) = y) = α + y. Ahsanullah and Holland [3] proved the
following theorem which is a generalization of Srivastava’s result.

Theorem 2.7. Let {Xn, n ≥ 1} be a sequence of independent and identically dis-
tributed discrete random variables with common distribution function F . Suppose
Xn is concentrated on the positive integers with a = sup{x|F (x) < 1} = ∞. Further
suppose E(XU(n+1))2 < ∞. If E(XU(n+1)|XU(n) = y) = y + p−1 for all y ∈ An−1,
then X1 ∈ GET(n, p).
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2.6. Weak records

Vervaat [14] introduced the concept of weak records of discrete distribution. For
simplicity we will assume that the random variables Xi, i = 1, 2, . . . are concentrated
on the non-negative integers. If in the definition of record times and record values
we replace > by ≥, then we obtain weak record times and weak record values. The
joint pmf of XUw(1), XUw(2), · · · , XUw(n) is given by

(2.12) pw,1,2,...,n(x1, . . . , xn) =

(
n−1∏
i=1

p(xi)
P̄ (xi − 1)

)
p(xn), 0 ≤ x1 ≤ . . . ≤ xn <∞.

For any m > 1 and n > m, we can write

P
(
XUw(n) = xn, . . . , XUw(m+1) = xm+1|XUw(m) = xm, . . . , XUw(1) = x1

)
=

(
n−1∏

i=m+1

p(xi)
P̄ (xi − 1)

)
p(xn)

P̄ (xm − 1)
(2.13)

It follows easily from (2.12) and (2.13) that the weak records, XUw(1), XUw(2), . . .
form a Markov chain.

The marginal pmf’s of the upper weak records are given by

P (XUw(1) = x1) = pw,1(x1) = p(x1), x1 = 0, 1, . . . ,

P (XUw(2) = x2) = pw,2(x2) = Rw,1(x2)p(x2), x2 = 0, 1, . . .

where

Rw,1(x2) =
∑

0≤x1≤x2

p(x1)
P̄ (x1 − 1)

.

Finally,
P (XUw(n) = xn) = pw,n(xn) = Rw,n−1(xn)p(xn),

where

Rw,n−1(xn) =
∑

0≤x1≤x2≤···xn−1

n−1∏
i=1

p(xi)
P̄ (xi − 1)

.

The joint pmf of XUw(m) and XUw(n) for m < n is given by

(2.14) Pw,m,n(xm, xn) = Rw,m(xm)Aw(xm)Rw,m+1,n(xm, xn)p(xn),

for m ≤ xm < xn − n+m <∞, where

Rw,m,n(x, y) =
∑

xm≤xm+1≤···≤n

Aw(xm+1) . . . Aw(xn−1), m < n− 1,

Rw,n−1,n(x, y) = 1 and Aw(x) = p(x)/P̄ (x − 1). The conditional pmf of XUw(m)

given XUw(n) is

(2.15) Pw,n|m(XUw(n) = xn|XUw(m) = xm) = Rw,m+1,n(xm, xn)
p(xn)

P̄ (xm − 1)
,

for m ≤ xm ≤ xn <∞.
Thus, the pmf of XUw(n) given XUw(n−1) and XUw(n−2) are respectively
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Pw,n|n−1(XUw(n) = xn|XUw(n−1) = xn−1) =
p(xn)

P̄ (xn−1 − 1)
and

Pw,n|n−2(XUw(n) = xn|XUw(n−2) = xn−2)

= Rw,n−2,n(xn−2, xn)
p(xn)

P̄ (xn−2 − 1)
(2.16)

Theorem 2.8. Let {Xi, i = 1, 2, . . .} be sequence of independent and identically
distributed random variables taking values on 0, 1, . . . , n ≤ ∞ with distribution F
such that F (n) < ∞ for n < ∞ and E(X1 ln(1 + X1) < ∞. For some continu-
ous function ψ, the condition E(ψ(XUw(n)|XUw(n−1) = j) = g(j) determines the
distribution.

Proof. We have from

P (ψ(XUw(n) = y)|XUw(n−1) = x) =
py

qx
,

where py = P (X = y) and qx = P (X ≥ x). Now

E(ψ(XUw(n)|XUw(n−1) = j) =
1
qj

N∑
k=j

ψ(k)pk.

Using the condition as given in the theorem, we can write the above expression as

g(j)qj =
n∑

k=j

ψ(k)pk . Taking first order difference, we obtain from

g(j)qj − g(j + 1)qj+1 = ψ(j) pj .

Thus,
g(j)qj − g(j + 1)(qj − pj) = ψ(j)pj

i.e.

pj =
g(j + 1)− g(j)
g(j + 1)− ψ(j)

qj .

Since q0 = 1 and
qj =

qj
qj−1

qj−1

qj−2
· · · q1

q0
,

we have

pj =
g(j + 1)− g(j)
g(j + 1)− ψ(j)

j−1∏
k−0

qk+1

qk
.

We have
g(j)qj − g(j + 1)qj+1 = ψ(j)(qj − qj+1)

i.e.
qj+1

qj
=

g(j)− ψ(j)
g(j + 1)− ψ(j)

.

Then we can write

pj =
g(j + 1)− g(j)
g(j + 1)− ψ(j)

j−1∏
k=0

(
g(k)− ψ(k)

g(k + 1)− ψ(k)

)
.
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Example 2.6. (Geometric distribution) Let X1, X2, . . . be a sequence of inde-
pendent and identically random variables with p(k) = pqk and P̄ (k − 1) = qk,
k = 0, 1, 2, . . .. Here Rw,1(x2) =

∑
0≤x1≤ x2

p(x1)/P̄ (x1 − 1) = x2p. Thus,

pw,2(k) = Rw,1(k)p(k) = (k + 1)p2qk, k = 0, 1, . . .

Since

Pw,n|n−1(XUw(n) = xn|XUw(n−1) = xn−1) =
p(xn)

P̄ (xn−1 − 1)
= pqxn−xn−1 , xn ≥ xn−1,

we obtain for x3 = 0, 1, . . .

pw,3(x3) =
x3∑

x2=0

(x2 + 1)p2qx2pqx3−x2

=
x3∑

x2=0

(x2 + 1)p3qx3

=
(x3 + 2)(x3 + 1)

2
p3qx3 .

By induction it can be proved that when n ≥ 2 and xn = 0, 1, 2, . . .

pw,n(xn) =
(xn + 1)(xn + 2) . . . (xn + n− 1)

(n− 1)!
pnqxn

=
(
xn + n− 1
n− 1

)
pnqxn

and

E(XUw(n)|XUw(n−1) = xn−1) =
∞∑

xn=xn−1

xnpq
xn−xn−1 = xn−1 +

q

p
.

The conditional pmf of XUw(n) given XUw(n−2) is for 0 ≤ xn−2 ≤ xn <∞.

Pw,n|n−2(XUw(n) = xn|XU(n−2) = xn−2) = Rw,n−2,n(xn, xn−2)
p(xn)

P̄ (xn−2 − 1)
,

where
Rw,n−2,n(x, y) =

∑
xn−2≤xn−1≤x

Aw(xn−1) = x− xn−2 + 1.

The conditional expectation of XUw(n)|XUw(n−2) = x is

E(XUw(n)|XUw(n−2) = xn−2)

=
∞∑

x=xn−2

x(x− xn−2 + 1)p2qx−x n−2

= xn−2 +
∞∑

x=xn−2

(x− xn−2)(x− xn−2 + 1)p2qx−x n−2

= xn−2 +
2q
p
.
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Stepanov [13] and Aliev [6] proved that if E(XUw(n)|XUw(n−1) = xn−1) = xn−1+b
then Xi’s ∈ GE(1/(1 + b)). This result follows from the equation of pj if we take
ψ(x) = x and g(x) = x + b. A generalization is the following theorem due to
Wesolowski and Ahsanullah [15].

Theorem 2.9. Let X1, X2, . . . be a sequence of independent and identically dis-
tributed random variables taking values on 0, 1, . . ., N with distribution function F
such that F (n) < 1 for any n < N and N need not be finite. If E(XUw(n)|XUw(n−2) =
x) = x + b, n > 2, then Xi’s ∈ GE(b/(2 + b)). Wesolowski and Ahsanullah [15]
proved that if E(XUw(n)|XU(n−2) = m) = am+ b, where a < 1, then the distribution
of the X’s is Beta-Binomial.

Hijab and Ahsanullah [10] proved the following characterization theorem.

Theorem 2.10. Let {Xn, n ≥ 1} be a sequence of independent and identically
distributed random variables with common distribution function F . Suppose Xn is
concentrated on 0, 1, . . .∞ and a = {x|F (x) < 1} = ∞. Then Xj ∈ GE(p) iff

XUw(n+1)
d=Wn +W, where Wn has the same distribution as the sum of n i.i.d. geo-

metric random variable and W is independent of Wn and has the same distribution
as Xi

′s. i ≥ 1.

The following generalization of this Theorem is proved by Ahsanullah [1].

Theorem 2.11. Let {Xn, n ≥ 1} be a sequence of independent and identically
distributed random variables with common distribution function F. Suppose Xn is
concentrated on 0, 1, . . .∞ and a= {x|F (x) < 1} = ∞. Then Xj ∈ GE(p) iff

XUw(n)
d= XUw(m) + Wn−m, n > m, where Wn−m has the same distribution as the

sum of n-m i.i.d. geometric random variable and Wn−m is independent of XUw(m).

It is an open problem whether XUw(n)
d=XUw(m) + WUw(n−m) for 1 ≤ m < n is a

characterization property of the geometric distribution.

2.7. Concomitants

Let {Xi, Yi, i = 1, 2, ...} be a sequence of i.i.d. bivariate random variables with
cdf F12(x, y) and pdf f12(x, y). Let XU(1) = X1, XU(2), ... be the upper record
values of the X’s and Y (1), Y (2), ... be the corresponding values in the sequence
{Xi, Yi, i = 1, 2, ...}. Then we will call y(r), r = 1, 2, ... as the (upper) concomitant
of XU(r).

The conditional distribution of Y (k)|XU(k) is the same as conditional pdf of Yj |Xj ,
j = 1, 2, . . .

The joint pdf f12,k of XU(k) and Y (k) is given by

f12,k(x, y) = f(x, y)
− ln(1− F1(x))k−1

Γ(k)
,

where F1(x) is the marginal cdf of X’s.
The Morgenstern copula has the joint pdf as

f(x, y) = 1 + α(2x− 1)(2y − 1), 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, −1 < α < 1
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and the corresponding cdf is

F (x, y) = xy[1 + α(1− x)(1− y)]

F (0, 0) = 1, F (0, 1) = 0 = F (1, 0) and F (1, 1) = 1.
This copula was first proposed by Morgenstern [11]. If α is zero, then the copula

collapses to independence. It is attractive due to its simplicity.
The conditional pdf of Y given X is given by

fY |X(y|x) = 1 + α(2x− 1)(2y − 1).

The joint pdf f12,k of XU(k) and Y (k) is given by

(2.17) f12,k(x, y) = [1 + α(2x− 1)(2y − 1)]
(− ln(1− x)k−1

Γ(k)
The marginal pdf f2,k(y) of Y (k) is given by

f2,k(y) =
∫ 1

0

[1 + α(2x− 1)(2y − 1)]
− ln(1− x)k−1

Γ(k)
dx

= 1− α

(
1− 1

2k−1

)
+ 2α

(
1− 1

2k−1

)
y

= 1 + α

(
1− 1

2k−1

)
(2y − 1).

Hence

f2,k(y)− f2,1(y) = α

(
1− 1

2k−1

)
(2y − 1),

E(Y (k))p − E(Y (1))p = α

(
1− 1

2k−1

)(
2

p+ 2
− 1
p+ 1

)
.

Since

E(Y (1))p =
∫ 1

0

ypdy =
1

p+ 1
,

E(Y (k))p =
[
1− α

(
1− 1

2k−1

)]
1

p+ 1
+ 2α

(
1− 1

2k−1

)
1

p+ 2
.

Thus

E(Y (k)) =
1
2
− α

2

(
1− 1

2k−1

)
+

2α
3

(
1− 1

2k−1

)
=

1
2

[
1 +

α

3

(
1− 1

2k−1

)]
E(Y (k))2 =

1
3
− α

3

(
1− 1

2k−1

)
+
α

2

(
1− 1

2k−1

)
=

1
3

+
α

6

(
1− 1

2k−1

)
V ar(Y (k)) =

1
12

−
(
α

6

(
1− 1

2k−1

))2

.
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For any fixed α, V ar(Y (k)) decreases as k increases and Y (k) −→ 1/12− (α/6)2, as
k →∞.

The joint pdf fc,r,s of Y (r) Y (s), r < s, can be obtained from Beg and Ahsanullah
[9, page 18] as a special case for uniform marginals. However we will present here
fr,s for the Morgenstern copula for completeness.

fc,r,s(y1, y2) =
∫ ∞

−∞

∫ x2

−∞
fY |X|(y1|x1)fY |X(y2|x2)fr.s(x1, x2)dx1dx2

where fr.s(x1, x2) is the joint pdf of rth and sth records. Using (2.16), we get

fc,r,s(y1, y2) =
∫ 1

0

∫ x2

−∞
[1 + α(2x1 − 1)(2y1 − 1)][1 + α(2x2 − 1)(2y2 − 1)]

×
[
− ln(1− x1)r−1

(i− 1)!
1

1− x1

[− ln(1− x2)− (− ln(1− x1))]s−r−1

(j − i− 1)!

]
dx1dx2(2.18)

To simplify the f2,r,s(y1, y2), we need the following lemma.

Lemma 2.1. Let p and q are real numbers, then

Ip,q =
∫ 1

0

∫ x2

0

(1− x1)p(1− x2)q − ln(1− x1)r−1

(i− 1)!
1

1− x

× [− ln(1− x2)− (− ln(1− x1))]s−r−1

(j − i− 1)!
dx1dx2

=
1

(p+ q + 1)r

1
(1 + q)s−r

.

Proof. Let u = − ln(1− x1) and v = − ln(1− x2), then

Ip,q =
∫ 1

0

∫ x2

0

(1− x1)p (1− x2)q− ln(1− x1)r−1

(r − 1)!
1

1− x1

× [− ln(1− x2) + ln(1− x1)]s−r−1

(s− r − 1)!
dx1dx2

=
1

(r − 1)!
1

(s− r − 1)!

∫ 1

0

(1− x1)p−1 − ln(1− x1)r−1

×
[∫ 1

x1

(1− x2)q [− ln(1− x2)− (− ln(1− x1))]s−r−1

(s− r − 1)!
dx2

]
dx1

On substituting 1− x2 = (1− x1)e−t, we obtain

Ip,q =
1

(r − 1)!
1

(s− r − 1)!

∫ 1

0

(1− x1)p+q − ln(1− x1)r−1

[∫ ∞

0

e−(1+q)tts−r−1dt

]
dx1

=
1

(1 + q)s−r

1
(r − 1)!

∫ 1

0

(1− x1)p+q − ln(1− x1)r−1dx1

=
1

(p+ q + 1)r

1
(1 + q)s−r

.

We have, from Lemma 2.1, I0,0 = 1, I1,0 = 1/2r, I0,1 = 1/2s, I1,1 = 1/3r2s−r.
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The joint pdf of of Y (r) and Y (s) is

fc,r,s(y1, y2) =
∫ 1

0

∫ x2

−∞
[1 + α(2x1 − 1)(2y1 − 1)][1 + α(2x2 − 1)(2y2 − 1)]

×
[
− ln(1− x1)r−1

(i− 1)!
1

1− x1

[− ln(1− x2)− (− ln(1− x1))]s−r−1

(j − i− 1)!

]
dx1dx2

= 1 + α(2y1 − 1)
(

1− 1
2r−1

)
+ α(2y2 − 1)

(
1− 1

2s−1

)
+ α2(2y1 − 1)(2y2 − 1)

[
1

3r2s−−r
− 1

2r−1
− 1

2s−1
+ 1
]

× 1
(p+ q + 1)r

1
(1 + q)s−r

.

For 1 ≤ r < s,

E(Y (r)Y (s)) =
1
4

+
α

12

(
1− 1

2r−1

)
+
α

12

(
1− 1

2s−1

)
+
α2

36

(
1

3r2s−r−2
− 1

2r−1
− 1

2s−1
+ 1
)
,

c[r,s] = Cov(Y (r)Y (s))

=
1
4

+
α

12

(
1− 1

2r−1

)
+
α

12

(
1− 1

2s−1

)
+
α2

36

(
1

3r2s−r−2
− 1

2r−1
− 1

2s−1
+ 1
)

− 1
4

[
1 +

α

3

(
1− 1

2r−1

)][
1 +

α

3

(
1− 1

2s−1

)]
=
α2

36

[
1

3r2s−r−2
− 1

2r+s−2

]
=
α2

9
1
2s

[(
2
3

)r

− 1
2r

]
.
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