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1. Introduction

Let H be a real Hilbert space and C be a nonempty closed convex subset of H. A mapping
S of C into itself is called nonexpansive, if ‖Sx− Sy‖ ≤ ‖x− y‖, for all x,y ∈ C. Also,
a contraction on C is a self-mapping S of C such that ‖S(x)− S(y)‖ ≤ k‖x− y‖, for all
x,y ∈ C, where k ∈ (0,1) is a constant. Moreover, F(S) denotes the fixed points set of S.
Let φ : C×C→ R be a bifunction of C×C into R. We recall an equilibrium problem as
follows: The equilibrium problem for φ : C×C→ R is to find u ∈C such that

(1.1) φ(u,v)≥ 0, for all v ∈C.

The set of solutions of (1.1) is denoted by EP(φ). Set φ(u,v) = 〈Tu,v−u〉, for all u,v ∈C,
where T : C→ H. Then, w ∈ EP(φ) if and only if 〈Tw,v−w〉 ≥ 0, for all v ∈C, that is, w
is a solution of the variational inequality.

Combettes and Hirstoaga [4] introduced an iterative scheme for finding the best approx-
imation to the initial data when EP(φ) is nonempty and proved a strong convergence the-
orem. The equilibrium problem (1.1) includes, as special cases, numerous problems in
physics, optimization and economics. Some authors (such as [6, 7, 10, 11, 14, 15]) have
proposed some useful methods for solving the equilibrium problem (1.1). We describe
some of them as follows:
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In 2007, Plubtieng and Punpaeng [11] introduced an iterative scheme for finding a com-
mon element of the set of the solutions (1.1) and the set of fixed points of a nonexpansive
mapping in a Hilbert space as follows:

(1.2)

{
φ(un,y)+ 1

rn
〈y−un,un− xn〉 ≥ 0, for all y ∈ H,

xn+1 = αnγ f (xn)+(I−αnA)Sun, n≥ 1.

where φ : H ×H → R is a bifunction, A is a strongly positive bounded linear operator
on H, S is a nonexpansive mapping of H into itself such that F(S)

⋂
EP(φ) 6= /0, f is a

contraction, γ > 0 is some constant, {αn} ⊂ [0,1] and {rn} ⊂ (0,∞). Also, they proved the
strong convergence of {xn}, defined by (1.2) and showed limn→∞ xn is the unique solution
of a certain variational inequality.

Jung [7] introduced the following composite iterative scheme by the viscosity approx-
imation method for finding a common point of the set of solutions of (1.1) and the set of
fixed points of a nonexpansive mapping in a Hilbert space:

(1.3)


φ(un,y)+ 1

rn
〈y−un,un− xn〉 ≥ 0, for all y ∈C,

yn = αn f (xn)+(1−αn)Sun,

xn+1 = (1−βn)yn +βnSyn, n≥ 1,

where φ : C×C→ R is a bifunction, S is a nonexpansive mapping of C into itself such that
F(S)

⋂
EP(φ) 6= /0, f is a contraction, {αn},{βn} ⊂ [0,1] and {rn} ⊂ (0,∞). He proved the

sequence {xn}, generated by (1.3), converges strongly to a point in F(S)
⋂

EP(φ) provided
{αn},{βn} and {rn} satisfy

(C1) limn→∞ αn = 0, ∑
∞
n=1 αn = ∞ and ∑

∞
n=1 |αn+1−αn|< ∞;

(C2) 0 < liminfn→∞ rn and ∑
∞
n=1 |rn+1− rn|< ∞;

(C3) limn→∞ βn = 0 and ∑
∞
n=1 |βn+1−βn|< ∞.

Jung [6] studied the following composite iterative scheme:

(1.4)


φ(un,y)+ 1

rn
〈y−un,un− xn〉 ≥ 0, for all y ∈ H,

yn = αnγ f (xn)+(I−αnA)Sun,

xn+1 = (1−βn)yn +βnSyn, n≥ 1,

where φ : H×H→R is a bifunction, A is a strongly positive bounded linear operator on H,
S is a nonexpansive mapping of H into itself such that F(S)

⋂
EP(φ) 6= /0, f is a contraction,

γ > 0 is some constant, {αn},{βn}⊂ [0,1] and {rn}⊂ (0,∞). He proved, the sequence {xn},
generated by (1.4), converges strongly to a point in F(S)

⋂
EP(φ) under the conditions (C1),

(C2) and (C3).
Wang et al. [15] introduced the following composite iterative scheme:

(1.5)


φ(un,y)+ 1

rn
〈y−un,un− xn〉 ≥ 0, for all y ∈ H,

yn = αnγ f (xn)+(I−αnA)Snun,

xn+1 = (1−βn)yn +βnSnyn, n≥ 1,

where φ : H ×H → R is a bifunction, A is a strongly positive bounded linear operator
on H, {Sn} is a countable family of nonexpansive mappings of H into itself such that⋂

∞
n=1 F(Sn)

⋂
EP(φ) 6= /0, f is a contraction, γ > 0 is some constant, x1 ∈ H, {αn},{βn}

⊂ [0,1] and {rn} ⊂ (0,∞). They proved, under any of the following conditions:
(H1) ∑

∞
n=1 |αn+1−αn|< ∞;
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(H2) αn ∈ (0,1] for every n ∈ N and limn→∞ αn/αn+1 = 1;
(H3) |αn+1−αn|< o(αn+1)+σn and ∑

∞
n=1 σn < ∞,

on the sequence {αn}, {xn} (generated by (1.5)) converges strongly to a point in
⋂

∞
n=1 F(Sn)⋂

EP(φ) 6= /0. Recently, Razani and Yazdi [14] study the convergence of a new version of
composite iterative scheme (1.5).

In this paper, we prove a strong convergence theorem, concerning a new iterative scheme,
for finding a common element of the set of solutions of a generalized equilibrium problem
and the set of common fixed points of a countable family of nonexpansive mappings in a
Hilbert space. In order to do this, we recall some definitions as follows:
A generalized equilibrium problem is to find z ∈C such that

(1.6) φ(z,y)+ 〈Az,y− z〉 ≥ 0, for all y ∈C,

where φ : C×C→ R is a bifunction and A : C→ H is a monotone map. The set of such
z ∈C is denoted by EP, i.e.,

EP = {z ∈C : φ(z,y)+ 〈Az,y− z〉 ≥ 0, for all y ∈C}.
In the case of A ≡ 0, EP is denoted by EP(φ). Numerous problems in physics, variational
inequalities, optimization, minimax problems, the Nash equilibrium problem in noncooper-
ative games and economics reduce to finding a solution of (1.6) (see [8], for instance).

A mapping A : C→H is called α-inverse-strongly monotone [3], if there exists a positive
real number α such that

〈Ax−Ay,x− y〉 ≥ α‖Ax−Ay‖2, for all x,y ∈C.

Remark 1.1. If A : C→H is α-inverse-strongly monotone map, then it is 1/α-Lipschitzian
mapping.

Let B be a bounded operator on C. B is strongly positive; that is, there exists a constant
γ > 0 such that 〈Bx,x〉 ≥ γ‖x‖2, for all x ∈C. A typical problem is that of minimizing a
quadratic function over the set of the fixed points of nonexpansive mapping on a real Hilbert
space:

min
x∈F(S)

1
2
〈Bx,x〉−〈x,b〉,

where b is a given point in H.

Remark 1.2. Iterative method for nonexpansive mappings have been applied to solve con-
vex minimization problems (see [12, 13]).

In this paper, a new iterative method (motivated by the above results) is introduced as
follows:

(1.7)


φ(un,y)+ 1

rn
〈y−un,un− xn〉+ 〈Axn,y−un〉 ≥ 0, for all y ∈C,

yn = αnγ f (xn)+(I−αnB)Snun,

xn+1 = (1−βn)yn +βnSnyn, n≥ 1,

where φ : C×C→ R is a bifunction, A is an α-inverse-strongly monotone, B is a strongly
positive bounded linear operator on C; {Sn} is a countable family of nonexpansive mappings
of C into itself such that

⋂
∞
n=1 F(Sn)

⋂
EP 6= /0; f is a contraction, x1 ∈C, {αn},{βn}⊂ [0,1]

and {rn} ⊂ [a,b] ⊂ (0,2α). Then, under any of three conditions (H1), (H2) and (H3) on
the sequence {αn}, the sequence {xn}, generated by (1.7), converges strongly to a point in⋂

∞
n=1 F(Sn)

⋂
EP.
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2. Preliminaries

Let H be a real Hilbert space with inner product 〈., .〉 and the norm ‖.‖. Weak and strong
convergence are denoted by notation ⇀ and→, respectively. In a real Hilbert space H,

‖λx+(1−λ )y‖2 = λ‖x‖2 +(1−λ )‖y‖2−λ (1−λ )‖x− y‖2,

for all x,y ∈ H and λ ∈ R. Let C be a nonempty closed convex subset of H. Then, for any
x ∈ H, there exists a unique nearest point in C, denoted by PC(x), such that

‖x−PC(x)‖ ≤ ‖x− y‖, for all y ∈C.

PC is called the metric projection of H onto C. It is known PC is nonexpansive. Further, for
x ∈ H and z ∈C,

z = PC(x) ⇔ 〈x− z,z− y〉 ≥ 0, for all y ∈C.

Now, we collect some lemmas which will be used in the main result.

Lemma 2.1. Let H be a real Hilbert space. Then for all x,y ∈ H,
(I) ‖x+ y‖2 ≤ ‖x‖2 +2〈y,x+ y〉;

(II) ‖x+ y‖2 ≥ ‖x‖2 +2〈y,x〉.

Lemma 2.2. [5] Let H be a real Hilbert space, C a closed convex subset of H and T : C→C
a nonexpansive mapping with F(T ) 6= /0. If {xn} is a sequence in C weakly converging to x
and if {(I−T )xn} converges to y, then (I−T )x = y.

Lemma 2.3. [2] Let C be a nonempty closed convex subset of H and φ : C×C → R a
bifunction satisfying the following conditions:

(A1) φ(x,x) = 0 for all x ∈C;
(A2) φ is monotone, i.e., φ(x,y)+φ(y,x)≤ 0 for all x,y ∈C;
(A3) for each x,y,z ∈C,

lim
t↓0

φ(tz+(1− t)x,y)≤ φ(x,y);

(A4) for each x ∈C,y 7→ φ(x,y) is convex and weakly lower semicontinuous.
Let r > 0 and x ∈ H. Then, there exists z ∈C such that

φ(z,y)+
1
r
〈y− z,z− x〉 ≥ 0, for all y ∈C.

Lemma 2.4. [4] Assume φ : C×C→ R satisfies (A1)-(A4). For r > 0 and x ∈ H, define a
mapping Tr : H→C as follows:

Trx = {z ∈C : φ(z,y)+
1
r
〈y− z,z− x〉 ≥ 0, for all y ∈C},

for all x ∈ H. Then, the following hold:
(I) Tr is single-valued;

(II) Tr is firmly nonexpansive, i.e., for any x,y ∈ H,

‖Trx−Try‖2 ≤ 〈Trx−Try,x− y〉;
(III) F(Tr) = EP(φ);
(IV) EP(φ) is closed and convex.

Lemma 2.5. [9] Assume B is a strongly positive bounded linear operator on a Hilbert space
H with coefficient γ > 0 and 0 < ρ ≤ ‖B‖−1. Then ‖I−ρB‖ ≤ 1−ργ.
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Lemma 2.6. [1] Assume {an} is a sequence of nonnegative real numbers such that

an+1 ≤ (1− γn)an + γnvn + µn,

where {γn} is a sequence in [0,1], {µn} is a sequence of nonnegative real numbers and {vn}
is a sequence in R such that

(I) ∑
∞
n=1 γn = ∞;

(II) limsupn→∞ vn ≤ 0;
(III) ∑

∞
n=1 µn < ∞.

Then limn→∞ an = 0.

Lemma 2.7. [1] Let C be a nonempty closed convex subset of H. Suppose
∞

∑
n=1

sup{‖Tn+1z−Tnz‖ : z ∈C}< ∞.

Then, for each y ∈ C, {Tny} converges strongly to some point of C. Moreover, let T be a
mapping of C into itself defined by Ty = limn→∞ Tny, for all y ∈C. Then limn→∞ sup{‖T z−
Tnz‖ : z ∈C}= 0.

3. Main result

In this section, we prove a strong convergence theorem, concerning the iterative scheme
(1.7), for finding a common element of the set of solutions of the generalized equilibrium
problem (1.6) and the set of common fixed points of a countable family of nonexpansive
mappings in a Hilbert space. Before this, three lemmas are proved as follows:

Lemma 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Assume
f is a contraction of C into itself with coefficient k, B is a strongly positive bounded linear
operator on C with coefficient γ > 0 such that 0 < γ < γ

k and ‖B‖ ≤ 1. Then PC(I−B+ γ f )
is a contraction.

Proof. Let Q = PC. Then

‖Q(I−B+ γ f )(x)−Q(I−B+ γ f )(y)‖ ≤ ‖(I−B+ γ f )(x)− (I−B+ γ f )(y)‖
≤ ‖(I−B)(x)− (I−B)(y)‖+ γ‖ f (x)− f (y)‖
≤ (1− γ)‖x− y‖+ γk‖x− y‖
= (1− (γ− γk))‖x− y‖,

for all x,y ∈C. Therefore, Q(I−B+ γ f ) is a contraction of C into itself.

Lemma 3.2. Suppose C is a nonempty closed convex subset of a real Hilbert space H, A is
an α-inverse-strongly monotone on C and 0 < r < 2α . Then I− rA is nonexpansive.

Proof. For x,y ∈C,

‖(I− rA)x− (I− rA)y‖2 = ‖x− y− r(Ax−Ay)‖2

= ‖x− y‖2−2r〈x− y,Ax−Ay〉+ r2‖Ax−Ay‖2

≤ ‖x− y‖2−2αr‖Ax−Ay‖2 + r2‖Ax−Ay‖2

= ‖x− y‖2 + r(r−2α)‖Ax−Ay‖2 ≤ ‖x− y‖2.

Thus I− rA is nonexpansive.
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Lemma 3.3. Let C be a nonempty closed convex subset of a real Hilbert space H. Let
φ : C×C→ R be a bifunction satisfying the conditions (A1)− (A4) (of Lemma 2.3) and
A be an α-inverse-strongly monotone map. Suppose {xn} is a bounded sequence in C and
{rn} ⊂ [a,b]⊂ (0,2α) is a real sequence. If un = Trn(xn− rnAxn), then

‖un+1−un‖ ≤ ‖xn+1− xn‖+ |rn− rn+1|M1,

where M1 = sup{‖Axn‖+1/a‖un+1− kn+1‖ : n ∈ N}.

Proof. Let p ∈ EP. Then φ(p,y)+ 〈Ap,y− p〉 ≥ 0, for all y ∈C. So

φ(p,y)+
1
rn
〈p− (p− rnAp),y− p〉 ≥ 0,

for all y ∈C. Therefore, by Lemma 3.2,

(3.1) ‖un− p‖= ‖Trn(I− rnA)xn−Trn(I− rnA)p‖ ≤ ‖xn− p‖, n≥ 1.

Therefore, {un} is a bounded sequence. Set kn = xn−rnAxn, we have un = Trnkn and un+1 =
Trn+1kn+1. So

(3.2) φ(un,y)+
1
rn
〈y−un,un− kn〉 ≥ 0, for all y ∈C,

and

(3.3) φ(un+1,y)+
1

rn+1
〈y−un+1,un+1− kn+1〉 ≥ 0, for all y ∈C.

Set y = un+1 in (3.2) and y = un in (3.3), then by adding these two last inequalities and using
condition (A2), we have 〈

un+1−un,
un− kn

rn
− un+1− kn+1

rn+1

〉
≥ 0,

and hence 〈
un+1−un,un−un+1 +un+1− kn−

rn

rn+1
(un+1− kn+1)

〉
≥ 0.

This implies

‖un+1−un‖2 ≤
〈

un+1−un,kn+1− kn +
(

1− rn

rn+1

)
(un+1− kn+1)

〉
≤ ‖un+1−un‖

{
‖kn+1− kn‖+

1
a
|rn− rn+1|‖un+1− kn+1‖

}
.

Therefore

‖un+1−un‖

≤ ‖kn+1− kn‖+
1
a
|rn− rn+1|‖un+1− kn+1‖

= ‖xn+1− rn+1Axn+1− (xn− rnAxn)‖+
1
a
|rn− rn+1|‖un+1− kn+1‖

≤ ‖xn+1− rn+1Axn+1− (xn− rn+1Axn)‖+ |rn− rn+1|‖Axn‖+
1
a
|rn− rn+1|‖un+1− kn+1‖

≤ ‖xn+1− xn‖+ |rn− rn+1|M1,

where M1 = sup{‖Axn‖+1/a‖un+1− kn+1‖ : n ∈ N}.
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Theorem 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let φ :
C×C→R be a bifunction satisfying the conditions (A1)−(A4) (of Lemma 2.3) and {Sn}∞

n=1
be an infinite family of nonexpansive self-mappings on C satisfying F :=

⋂
∞
n=1 F(Sn)

⋂
EP 6=

/0. Let f be a contraction of C into itself with coefficient k, B be a strongly positive bounded
linear operator on C with coefficient γ > 0 such that ‖B‖≤ 1 and A be an α-inverse-strongly
monotone on C. Assume 0 < γ < γ/k. Suppose {αn} and {βn} are two sequences in [0,1]
and {rn} ⊂ [a,b]⊂ (0,2α) is a real sequence satisfying the following conditions:

(B1) limn→∞ αn = 0 and ∑
∞
n=1 αn = ∞;

(B2) limn→∞ βn = 0 and ∑
∞
n=1 |βn+1−βn|< ∞;

(B3) ∑
∞
n=1 |rn+1− rn|< ∞.

Suppose ∑
∞
n=1 sup{‖Sn+1z− Snz‖ : z ∈ K} < ∞ for any bounded subset K of C. Let S be a

mapping of C into itself defined by Sz = limn→∞ Snz for all z ∈C and F(S) =
⋂

∞
n=1 F(Sn). If

any of three conditions (H1)− (H3) satisfies, then the sequences {xn} and {un} defined by
(1.7) converge strongly to q ∈ F, where q = P⋂∞

n=1 F(Sn)
⋂

EP(I−B+γ f )(q), which solves the
following variational inequality:

〈(B− γ f )q,q− x〉 ≤ 0, for all x ∈ F.

Proof. Let Q = P⋂∞
n=1 F(Sn)

⋂
EP. Q(I−B+γ f ) is a contraction of C into itself by Lemma 3.1.

So, there exists a unique element q∈C such that q = Q(I−B+γ f )(q) = P⋂∞
n=1 F(Sn)

⋂
EP(I−

B+ γ f )(q). By using conditions (B1) and (B2), we may assume, without loss of generality,
αn ≤ (1−βn)‖B‖−1. Since B is strongly positive bounded linear operator on C,

‖B‖= sup{|〈Bx,x〉| : x ∈C,‖x‖= 1}.
Observe

〈((1−βn)I−αnB)x,x〉= 1−βn−αn〈Bx,x〉 ≥ 1−βn−αn‖B‖ ≥ 0.

Thus (1−βn)I−αnB is positive, and

‖(1−βn)I−αnB‖= sup{〈((1−βn)I−αnB)x,x〉 : x ∈C,‖x‖= 1}
= sup{1−βn−αn〈Bx,x〉 : x ∈C,‖x‖= 1} ≤ 1−βn−αnγ.

We proceed with the following steps:
Step 1. First, we claim, {xn} and {un} are bounded. Let p ∈ F . From the definition of Tr,
un = Trn(I− rnA)xn. Then, from (1.7), (3.1) and Lemma 2.5,

‖xn+1− p‖= ‖(1−βn)(yn− p)+βn(Snyn− p)‖
≤ ‖yn− p‖= ‖αn(γ f (xn)−Bp)+(I−αnB)(Snun− p)‖
≤ (1−αnγ)‖xn− p‖+‖αnγ( f (xn)− f (p))‖+αn‖γ f (p)−Bp‖
≤ (1−αnγ)‖xn− p‖+αnγk‖xn− p‖+αn‖γ f (p)−Bp‖

≤ (1−αn(γ− γk))‖xn− p‖+αn(γ− γk)
‖γ f (p)−Bp‖

γ− γk

≤max
{
‖xn− p‖, ‖γ f (p)−Bp‖

γ− γk

}
.

By induction,

‖xn− p‖ ≤max
{
‖x1− p‖, 1

γ− γk
‖γ f (p)−Bp‖

}
, for all n≥ 1.
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Hence, {xn} is bounded, so are {un}, {yn}, { f (xn)}, {BSnun} and {Snyn}. Without loss of
generality, we may assume {xn}, {un}, {yn}, { f (xn)}, {BSnun}, {Snyn} ⊂ K, where K is a
bounded subset of C.

Step 2. We claim, limn→∞ ‖xn+1− xn‖ = 0. Since K is bounded, {Snyn− yn},{ f (xn)},
{BSnun} are bounded. Set

M = sup{‖Snyn− yn‖,‖ f (xn)‖,‖BSnun‖ : n ∈ N}.

By the definition of {xn},
‖xn+2− xn+1‖
= ‖(1−βn+1)yn+1 +βn+1Sn+1yn+1− (1−βn)yn−βnSnyn‖
= ‖(1−βn+1)yn+1 +βn+1Sn+1yn+1− (1−βn+1)yn−βnSnyn +(1−βn+1)yn

− (1−βn)yn−βn+1Snyn +βn+1Snyn‖
= ‖(1−βn+1)(yn+1− yn)+βn+1(Sn+1yn+1−Snyn)+(βn+1−βn)(Snyn− yn)‖
≤ (1−βn+1)‖yn+1− yn‖+βn+1‖Sn+1yn+1−Snyn‖+ |βn+1−βn|M
≤ (1−βn+1)‖yn+1− yn‖+βn+1‖Sn+1yn+1−Snyn+1‖+βn+1‖yn+1− yn‖

+ |βn+1−βn|M
≤ ‖yn+1− yn‖+‖Sn+1yn+1−Snyn+1‖+ |βn+1−βn|M,

(3.4)

for all n ∈ N. From (1.7),

‖yn+1− yn‖
= ‖αn+1γ f (xn+1)+(I−αn+1B)Sn+1un+1−αnγ f (xn)− (I−αnB)Snun‖
= ‖(I−αn+1B)(Sn+1un+1−Snun)− (αn+1−αn)BSnun +αn+1γ( f (xn+1)− f (xn))

+(αn+1−αn)γ f (xn)‖
≤ (1−αn+1γ)‖Sn+1un+1−Snun‖+ |αn+1−αn|‖BSnun‖+αn+1γk‖xn+1− xn‖

+ |αn+1−αn|γ‖ f (xn)‖
≤ (1−αn+1γ)(‖Sn+1un+1−Sn+1un‖+‖Sn+1un−Snun‖)+ |αn+1−αn|M

+αn+1γk‖xn+1− xn‖+ |αn+1−αn|γM

≤ (1−αn+1γ)‖un+1−un‖+M(1+ γ)|αn+1−αn|+αn+1γk‖xn+1− xn‖
+‖Sn+1un−Snun‖,

(3.5)

for all n ∈ N. On the other hand, un = Trn(xn− rnAxn) (by Lemma 2.4). From Lemma 3.3,

(3.6) ‖un+1−un‖ ≤ ‖xn+1− xn‖+ |rn− rn+1|M1,

where M1 = sup{‖Axn‖+1/a‖un+1− kn+1‖ : n ∈ N}. Substituting (3.6) in (3.5), we have

‖yn+1− yn‖
≤ (1−αn+1γ){‖xn+1− xn‖+ |rn− rn+1|M1}+M(1+ γ)|αn+1−αn|

+αn+1γk‖xn+1− xn‖+‖Sn+1un−Snun‖
≤ [1−αn+1(γ− γk)]‖xn+1− xn‖+ |rn− rn+1|M1 +M(1+ γ)|αn+1−αn|(3.7)

+‖Sn+1un−Snun‖
≤ [1−αn+1(γ− γk)]‖xn+1− xn‖+M2(|rn− rn+1|+ |αn+1−αn|)
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+‖Sn+1un−Snun‖,

where M2 = max{M1,M(1+ γ)}. Substituting (3.7) in (3.4), we have

‖xn+2− xn+1‖ ≤ [1−αn+1(γ− γk)]‖xn+1− xn‖+M2(|rn− rn+1|
+ |αn+1−αn|+ |βn+1−βn|)+2sup{‖Sn+1z−Snz‖ : z ∈ K}.

(3.8)

Now, we show that under any of three conditions (H1)− (H3), limn→∞ ‖xn+1− xn‖ = 0 as
follows:
Let (H1) holds. Set µn = M2(|rn−rn+1|+ |αn+1−αn|+ |βn+1−βn|)+2sup{‖Sn+1z−Snz‖ :
z ∈ K}, then

∞

∑
n=1

µn = M2

∞

∑
n=1

(|rn− rn+1|+ |αn+1−αn|+ |βn+1−βn|)+2
∞

∑
n=1

sup{‖Sn+1z−Snz‖ : z ∈ K}

< ∞.

Therefore, by Lemma 2.6, limn→∞ ‖xn+1− xn‖= 0.
If (H2) holds, then from (3.8),

‖xn+2− xn+1‖ ≤ [1−αn+1(γ− γk)]‖xn+1− xn‖+αn+1M2

∣∣∣∣1− αn

αn+1

∣∣∣∣
+M2(|rn+1− rn|+ |βn+1−βn|)+2sup{‖Sn+1z−Snz‖ : z ∈ K}.

Set µn = M2(|rn+1− rn|+ |βn+1−βn|)+2sup{‖Sn+1z−Snz‖ : z ∈ K}, then
∞

∑
n=1

µn = M2

∞

∑
n=1

(|rn+1− rn|+ |βn+1−βn|)+2
∞

∑
n=1

sup{‖Sn+1z−Snz‖ : z ∈ K}< ∞.

Therefore, by Lemma 2.6, limn→∞ ‖xn+1− xn‖= 0.
If (H3) holds, then from (3.8),

‖xn+2− xn+1‖ ≤ [1−αn+1(γ− γk)]‖xn+1− xn‖+M2o(αn+1)

+M2(σn + |rn+1− rn|+ |βn+1−βn|)+2sup{‖Sn+1z−Snz‖ : z ∈ K}.

Set µn = M2(σn + |rn+1− rn|+ |βn+1−βn|)+2sup{‖Sn+1z−Snz‖ : z ∈ K}, then
∞

∑
n=1

µn = M2

∞

∑
n=1

(σn + |rn+1− rn|+ |βn+1−βn|)+2
∞

∑
n=1

sup{‖Sn+1z−Snz‖ : z ∈ K}< ∞.

Therefore, by Lemma 2.6, limn→∞ ‖xn+1− xn‖= 0.
Step 3. We claim, limn→∞ ‖xn− yn‖= 0. Indeed, from (B2) and (1.7),

lim
n→∞
‖xn+1− yn‖= lim

n→∞
βn‖yn−Snyn‖= 0.

So, from step 2 and ‖xn− yn‖ ≤ ‖xn+1− xn‖+‖xn+1− yn‖, we get

lim
n→∞
‖xn− yn‖= 0.

Step 4. We claim limn→∞ ‖xn− un‖ = 0, limn→∞ ‖yn− un‖ = 0 and limn→∞ ‖Sun− un‖
= 0. To this end, let p ∈ F . Then

‖un− p‖2 = ‖Trn(xn− rnAxn)−Trn(p− rnAp)‖2 ≤ ‖xn− rnAxn− p+ rnAp‖2

= ‖xn− p‖2 + r2
n‖Axn−Ap‖2−2rn〈xn− p,Axn−Ap〉

≤ ‖xn− p‖2 + rn(rn−2α)‖Axn−Ap‖2.
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Therefore
‖xn+1− p‖2‖(1−βn)(yn− p)+βn(Snyn− p)‖2

≤ ‖yn− p‖2 = ‖αnγ f (xn)+(I−αnB)Snun− p‖2

= ‖αn(γ f (xn)−BSnun)+Snun− p‖2

= α
2
n‖γ f (xn)−BSnun‖2 +‖Snun− p‖2 +2αn〈γ f (xn)−BSnun,Snun− p〉

≤ α
2
n‖γ f (xn)−BSnun‖2 +‖un− p‖2 +2αn〈γ f (xn)−BSnun,Snun− p〉

≤ α
2
n‖γ f (xn)−BSnun‖2 +‖xn− p‖2 + rn(rn−2α)‖Axn−Ap‖2

+2αn‖γ f (xn)−BSnun‖‖un− p‖.

(3.9)

This implies

rn(2α− rn)‖Axn−Ap‖2

≤ ‖xn− p‖2−‖xn+1− p‖2 +α
2
n‖γ f (xn)−BSnun‖2 +2αn‖γ f (xn)−BSnun‖‖un− p‖

≤ (‖xn− p‖+‖xn+1− p‖)‖xn+1− xn‖+α
2
n‖γ f (xn)−BSnun‖2

+2αn‖γ f (xn)−BSnun‖‖un− p‖.

From limn→∞ αn = 0, rn ∈ [a,b]⊂ (0,2α) and limn→∞ ‖xn+1− xn‖= 0,

(3.10) lim
n→∞
‖Axn−Ap‖= 0.

Also, from (II) in Lemma 2.4,

‖un− p‖2

= ‖Trn(xn− rnAxn)−Trn(p− rnAp)‖2 ≤ 〈xn− rnAxn− (p− rnAp),un− p〉

=
1
2
{‖xn− rnAxn− (p− rnAp)‖2 +‖un− p‖2−‖xn− rnAxn− (p− rnAp)− (un− p)‖2}

≤ 1
2
{‖xn− p‖2 +‖un− p‖2−‖xn−un− rn(Axn−Ap)‖2}

=
1
2
{‖xn− p‖2 +‖un− p‖2−‖xn−un‖2 +2rn〈xn−un,Axn−Ap〉− r2

n‖Axn−Ap‖2}.

This implies

‖un− p‖2 ≤ ‖xn− p‖2−‖xn−un‖2 +2rn〈xn−un,Axn−Ap〉− r2
n‖Axn−Ap‖2.

≤ ‖xn− p‖2−‖xn−un‖2 +2rn〈xn−un,Axn−Ap〉

≤ ‖xn− p‖2−‖xn−un‖2 +2rn‖xn−un‖‖Axn−Ap‖.
By the same argument in (3.9),

‖xn+1− p‖2 ≤ α
2
n‖γ f (xn)−BSnun‖2 +‖un− p‖2 +2αn〈γ f (xn)−BSnun,Snun− p〉

≤ α
2
n‖γ f (xn)−BSnun‖2 +‖xn− p‖2−‖xn−un‖2 +2rn‖xn−un‖‖Axn−Ap‖

+2αn‖γ f (xn)−BSnun‖‖un− p‖.
Therefore

‖xn−un‖2 ≤ ‖xn− p‖2−‖xn+1− p‖2 +α
2
n‖γ f (xn)−BSnun‖2

+2rn‖xn−un‖‖Axn−Ap‖+2αn‖γ f (xn)−BSnun‖‖un− p‖
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≤ (‖xn− p‖+‖xn+1− p‖)‖xn+1− xn‖+α
2
n‖γ f (xn)−BSnun‖2

+2rn‖xn−un‖‖Axn−Ap‖+2αn‖γ f (xn)−BSnun‖‖un− p‖.

Then limn→∞ αn = 0, limn→∞ ‖xn+1− xn‖= 0 and (3.10) show

lim
n→∞
‖xn−un‖= 0.

Moreover, from ‖yn−un‖ ≤ ‖yn− xn‖+‖xn−un‖ and step 3,

lim
n→∞
‖yn−un‖= 0.

Since

‖Snun−un‖ ≤ ‖Snun− yn‖+‖yn−un‖ ≤ αn‖γ f (xn)−BSnun‖+‖yn−un‖,
we have limn→∞ ‖Snun−un‖= 0. Observe

‖Sun−un‖ ≤ ‖Sun−Snun‖+‖Snun−un‖ ≤ sup{‖Sz−Snz‖ : z ∈ K}+‖Snun−un‖.
From Lemma 2.7, limn→∞ ‖Sun−un‖= 0.

Step 5. We claim, limsupn→∞〈γ f (q)−Bq,yn−q〉 ≤ 0, where q = P⋂∞
n=1 F(Sn)

⋂
EP(I−B+

γ f )(q).To show this, choose a subsequence {uni} of {un} such that

limsup
n→∞

〈(B− γ f )q,q−un〉= lim
i→∞
〈(B− γ f )q,q−uni〉.

Since {uni} is bounded in C, without loss of generality, we assume uni ⇀ z ∈ C. From
limn→∞ ‖Sun−un‖= 0 and Lemma 2.2, z ∈ F(S). Now, we show z ∈ EP. By un = Trn(xn−
rnAxn), one can write

φ(un,y)+ 〈Axn,y−un〉+
1
rn
〈y−un,un− xn〉 ≥ 0, for all y ∈C.

From (A2),

〈Axn,y−un〉+
1
rn
〈y−un,un− xn〉 ≥ φ(y,un), for all y ∈C.

Replacing n by ni, we have

(3.11) 〈Axni ,y−uni〉+
1

rni

〈y−uni ,uni − xni〉 ≥ φ(y,uni), for all y ∈C.

Set yt = ty+(1− t)z, for all t ∈ (0,1] and y ∈C. Then yt ∈C. So, from (3.11),

〈yt −uni ,Ayt〉

≥ 〈yt −uni ,Ayt〉−〈Axni ,yt −uni〉−
〈

yt −uni ,
uni − xni

rni

〉
+φ(yt ,uni)

= 〈yt −uni ,Ayt −Auni〉+ 〈yt −uni ,Auni −Axni〉−
〈

yt −uni ,
uni − xni

rni

〉
+φ(yt ,uni).

Since limi→∞ ‖uni − xni‖ = 0, we have limi→∞ ‖Auni −Axni‖ = 0. Further, from the mono-
tonicity of A, 〈yt −uni ,Ayt −Auni〉 ≥ 0. So, from (A4),

(3.12) 〈yt − z,Ayt〉 ≥ φ(yt ,z),

as i→ ∞. From (A1), (A2) and (3.12),

0 = φ(yt ,yt)≤ tφ(yt ,y)+(1− t)φ(yt ,z)≤ tφ(yt ,y)+(1− t)〈yt − z,Ayt〉
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= tφ(yt ,y)+(1− t)t〈y− z,Ayt〉,

hence
0≤ φ(yt ,y)+(1− t)〈y− z,Ayt〉.

Letting t→ 0, we get

0≤ φ(z,y)+ 〈y− z,Az〉, for all y ∈C.

This implies z ∈ EP. Since q = P⋂∞
n=1 F(Sn)

⋂
EP(I−B+ γ f )(q),

limsup
n→∞

〈(B− γ f )(q),q− yn〉= lim
i→∞
〈(B− γ f )(q),q− yni〉= lim

i→∞
〈(B− γ f )(q),q−uni〉

= lim
i→∞
〈(B− γ f )(q),q− z〉 ≤ 0.

Step 6. We claim {un} and {xn} converges strongly to q. From (1.7),

‖xn+1−q‖2

= ‖(1−βn)(yn−q)+βn(Snyn−q)‖2

≤ ‖yn−q‖2 = ‖αnγ f (xn)+(I−αnB)Snun−q‖2

= ‖αn(γ f (xn)−Bq)+(I−αnB)(Snun−q)‖2

≤ ‖(I−αnB)(Snun−q)‖2 +2αn〈γ f (xn)−Bq,yn−q〉

≤ (1−αnγ)2‖un−q‖2 +2αn〈γ f (xn)− γ f (q),yn−q〉+2αn〈γ f (q)−Bq,yn−q〉

≤ (1−αnγ)2‖xn−q‖2 +2αnγk‖xn−q‖(‖yn− xn‖+‖xn−q‖)+2αn〈γ f (q)−Bq,yn−q〉

≤ (1−2αn(γ− γk))‖xn−q‖2 +(αnγ)2‖xn−q‖2 +2αnγk‖xn−q‖‖yn− xn‖
+2αn〈γ f (q)−Bq,yn−q〉

≤ (1−2αn(γ− γk))‖xn−q‖2 +2αn(γ− γk)
{

(αnγ
2)M2

3
2(γ− γk)

+
γkM3

γ− γk
‖yn− xn‖

+
1

γ− γk
〈γ f (q)−Bq,yn−q〉

}
= (1−δn)‖xn−q‖2 +δnθn,

where M3 = sup{‖xn−q‖ : n≥ 1}, δn = 2αn(γ− γk) and θn = ((αnγ
2)M2

3)/(2(γ− γk))+
(γkM3)/(γ−γk)‖yn−xn‖+1/(γ−γk)〈γ f (q)−Bq,yn−q〉. It is easy to see that limn→∞ δn =
0, ∑

∞
n=1 δn = ∞ and limsupn→∞ θn ≤ 0. Hence, by Lemma 2.6, {xn} converges strongly to

q. Consequently, {un} converges strongly to q. This completes the proof.

Remark 3.1. Theorem 3.1 is a generalization of [15, Theorem 3.1]. To see this, Set A = 0 in
Theorem 3.1, and assume rn ≥ a > 0 (it is not necessary to assume {rn} ⊂ [a,b]⊂ (0,2α)).
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