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Abstract.  A model is developed by fitting a straight line when both the variables are circular, 
subject to measurement and other errors. This is done by extending the complex linear regression 
model, called the unreplicated complex linear functional relationship model. This paper deals with 
the maximum likelihood estimation of this model assuming the ratio between the two error variances 
is known. We also show that the closed-form expression for the maximum likelihood estimators are 
not available and the estimates may be obtained iteratively by choosing a suitable initial value. The 
model is illustrated with an application to the analysis of the wind direction data recorded by two 
different techniques: the HF radar system and the anchored wave buoy. 

 
 
1. Introduction 
 
The fitting of a linear relationship with errors in the continuous linear variables or error-
in-variables model (EIVM) had been explored since the latter part of the 19th century 
when Adcock [1, 2] investigated estimation properties under somewhat restrictive but 
realistic assumptions in ordinary linear regression models.  Both variables are subject to 
errors.  In essence, Adcock obtained the least squares solution for the slope parameters by 
assuming that both variables have equal error variances.  Since then, several authors have 
worked on the problem of estimating the parameters: in particular when Kendall [6, 7] 
formally made a distinction between functional and structural relationship between the 
two variables. 
 Fitting a straight line when both variables are circular and subject to errors has not 
received any attention.  What we mean by a circular variable is one which takes values on 
the circumference of a circle, i.e., they are angles in the range )2,0( π radians or               

).360,0( oo  This variable must be analysed by techniques different from those 
appropriate for the usual Euclidean type variable because the circumference is a bounded 
closed space where the concept of origin is arbitrary or undefined.  A continuous linear 
variable is a variable with realisations on the straight line which may be analysed 
straightforwardly with the  usual techniques.  Laycock [8] proposed a complex linear 
regression model for the circular variables.  The maximum likelihood estimators was 
given by Hussin [5].  This sort of model was used in the analysis of wind direction data 
measured by two different methods, the anchored wave buoy and HF radar system, 
Hussin [5].  By looking at the nature of the experiment and our interest in calibrating one 
measurement technique against the other, the functional relationship model is more 
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appropriate than the regression model.  Since the variables are circular, the model is 
termed the errors-in-circular-variables model as an analogy to the error-in-variables 
model (EIVM) for the continuous linear variables. 
 For this, we extended the complex linear regression model as proposed by Laycock 
[8] to the case when both circular variables are subject to errors.  Thus the unreplicated 
complex linear functional relationship model fits a straight line for the unreplicated data 
obtained from circular variables.  Here, “linear” refers to the fact that the relationship 
itself is linear but the variables involved are circular. 
 In the following section we present the unreplicated complex linear functional 
relationship model.  Section 3 deals with the maximum likelihood estimation and 
asymptotic properties of parameters for such model. The application of the model is 
given in Section 4.  It analyses the wind direction data measured by two different 
methods: the anchored wave buoy and HF radar system.  Some comparison is also given 
regarding the use of complex linear regression when both variables are subject to errors.  
All the calculations and estimations have been done by a specially written FORTRAN 
programme and can be obtained on request. 
 
 
2. The complex functional model for circular variables 
 
In this section we extend the complex linear regression model to the case when both 
variables X and Y are subject to errors.  This model is also known as the unreplicated 
complex linear functional relationship model, where only unreplicated data were 
considered.  We may assume X and Y are two circular variables which are linearly related 
with observed errors.  As an analogy to the linear functional relationship model or EIVM, 
we will propose the complex linear functional relationship model, which is a functional 
relationship on vectors of direction cosines.  We also assumed that X is a mathematical or 
fixed variable (without specific distribution).  If X is a random variable which has a 
specified distribution then this is termed a structural relationship model between X and Y. 
 Let  the direction cosines of  n directions in two dimensions of, i.e., 11,( yx ), 

),,(,),,( 22 nn yxyx L  where ,2 ,0 π<≤ jj yx  for nj  ,,2,1 L=  be denoted by a 
series of a complex number (real and imaginary part) in the form of  
( ) ( )  .sincos ,sincos,,sincos ,sincos 1111 nnnn yiyxixyiyxix ++++ L   For any 
fixed ,jX  we assume jj yx   and   have been measured with errors jj εδ   and   
respectively.  The complex linear functional relationship model may be written as 
 

  ( ) ( ) jjjjj XiXxix δ++=+ sincossincos  
and 

( ) ( ) ,sincossincos jjjjj YiYyiy ε++=+  
where 

    ( ) ( )XiXYiY sincossincos ++=+ βα . 
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We also assume jj εδ   and  are independently distributed with the bivariate complex 

Gaussian distribution, (Goodman [4]), with zero mean and variances 2
2

2
1   and  σσ  

respectively. 
 
 
3. The maximum likelihood estimation of parameters 
 
Parameters to be estimated are ,  and  ,, 2

1σβα jX  and the estimation will be obtained by 

the maximum likelihood method.  Suppose we assume  ,2
1

2
2 λσ

σ =  the ratio of two error 

variances is known, the same assumption being used for the unreplicated linear functional 
relationship model (EIVM) for the continuous linear variable.  This constraint is 
important in order to overcome the problem of unbounded log likelihood function.  
 Then the log likelihood function is given by 
 

( )nnn yyxxXXL ,,,,,;,,,,,log 111
2
1 LLLσβα  

∑ ∑−−−−=
j j

jjnn
2

2
1

2
2
1

2
1

11)log()log(2 ε
λσ

δ
σ

λσπ  

)log()log(2 2
1λσπ nn −−= { }∑ −−− jjjj XxXx sinsin2coscos221

2
1σ

 

     ( ){ }∑ −+++− jj yX coscos211 22
2
1

βαβα
λσ

 

     ( )∑ ++ jjjj XyXy sinsincoscos2
2
1λσ
β  

 
 The function log L is differentiated with respect to  parameters  α  and then equated 
to zero.  This is followed by other parameters 2

1  and  , σβ jX .  Hence 2
1ˆ  and ˆ , ˆ,ˆ σβα jX  

are obtained and are given by 
 

( )∑ −= ,ˆcosˆcos1ˆ jj Xy
n

βα  

( ),ˆcosˆˆsinsinˆcoscos1ˆ ∑ −+= jjjjj XXyXy
n

αβ  

   nj
yx

yx
X

jj

jj
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and 

∑∑ +++−−= 222
1

ˆˆ11ˆsinsin2ˆcoscos221ˆ {}{ βα
λ

σ
n

XxXx
n jjjj  

      ∑ +−−+ )()( ˆsinsinˆcoscos
ˆ2cosˆcosˆˆ2 } jjjjjj XyXy
n

yX
λ
ββα . 

 
 The above equations for 2

1ˆ  and ˆ , ˆ,ˆ σβα jX  suggest that there is no closed-form 

available for ,ˆ  and ˆ , ˆ,ˆ 2
1σβα jX  thus the estimates may be obtained  iteratively and 

starting values for the iteration can be chosen from the complex regression model given 
by 
 

( )
( )22

0
cos

coscos
ˆ

∑
∑ ∑

−

−
=

j

jj

xn

xyn Ψ
α  

and 

{ },cosˆ1ˆ
0 ∑−= jx

n
αΨβ  

where 
( )∑ += jjjj xyxy sinsincoscosΨ . 

 
 By using these initial values we can then update ,ˆ  and ˆ , ˆ,ˆ 2

1σβα jX  and this iteration 
procedure will continue until the convergence criterion is satisfied. It was found that 
stopping the iteration when both 2

1ˆ  and ˆ , ˆ,ˆ σβα jX  change by no more than 0.00001 
gives an acceptable accuracy. 
 Further, the asymptotic properties of   2

1ˆ  and   ˆ,ˆ σβα   can be obtained from Fisher’s 
information matrix. As usual the appropriate regularity conditions have been taken into 
consideration (see as an example, Cox & Hinkley [3]). It can be shown that the 
asymptotic properties for  α̂   and  β̂   is given by  
 

( )
( )( ) ( )

,ˆ
2

224111

41
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baVar

−−−−
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and 

( )
( )( ) ( )

,ˆ,ˆ
2

224111

22
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−=βα  

where 
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The asymptotic properties for  2
1σ̂   is given by 

( ) ,ˆ 12
1

−= SVar σ  

where 

jjjj XyyXS ˆcoscosˆ2cosˆcosˆˆ2ˆˆ1
ˆ
2 ()(22
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1

{ ββαβα
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 Thus for large values of n, the above expressions can be used to estimate the 
standard error of  2

1ˆ  and  ˆ,ˆ σβα .  These estimates are distributed normally, and further 
the estimate of error variances is uncorelated with the intercept and slope estimate. 
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4. Application of the model

A.G. Hussin

In this section the wind direction data can be modelled by a complex linear functional
relationship model by assuming the n observations as n direction cosines in two
dimension. The full description of the wind direction data can be found in Hussin [5].
Figure I gives the scatter plot of such data. Note that the scale is artificially broken at b
(or equivalently 2n ) radians so the apparent outliers in the top left corner are in fact
measurements which are close to those which appear in the bottom left corner or top right
corner. This is due to wrap-around observations or measurements from 2n backto 0. 

-

From the scatter plot of wind direction data (Figure l), it is reasonable to assume a
linear relationship between the direction measured by an anchored wave buoy and by HF
radar. Suppose we assume that for observation j, x j measures the underlying direttion
measured by HF radar, Xr, with some random error, d;. Similarly, ;l7 is assumed to
be the real direction measured by an anchored wave buoy, Y j, recorded with some
random error, E; . Thus we have

and

c o s . r j  + i s i n  x  j  =  c o s X ;  + i s i n  X ,  + 5 ,

c o s Y T  + i  s i n Y j  = a +  B ( c o s X ;  + f  s i n X ; ) * t , .

Figure 1. A scatter plot of wind direction daa measured by
HF radar system and anchored wave buoy.

o*#"
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 This model allows relative calibration of observation measured by anchored wave 
buoy and by HF radar and vice-versa since the model is entirely symmetrical in the two 
variables.  This distinguishes it from the complex linear regression model.  The prime 
interest is how the measurement of the direction made by anchored wave buoy would be 
related to the measurement made by HF radar. 
 The parameters  2

1  and  ,, σβα involved can be interpreted as 

 α  :  the additive correction factor to be applied when converting response 
measured by HF radar to the response measured by anchored wave buoy, 

 

 β  :  the multiplicative factor involved and 
 2

1σ  :  the error variance (representing the precision of the measurement) for the 
HF radar data. 

 
 The main interest is in detecting any departure of  α   from 0 and β  from 1, since 

1=  and  0 βα =  implies no difference in calibration between the two techniques.       
In addition we can estimate , , ,1 nXX L  the underlying directions measured by the HF 
radar. 
 By assuming that the ratio of error variances is known and equal to 1, estimates for 
the wind direction data is given in Table 1, together with their estimated standard error. 
 Hence the relationship between variable X (HF radar) and Y (an anchored wave 
buoy) for the wind direction data is given by 
 

( ) ( )XiXYiY sincos997.010330.5sincos 3 ++×−=+ − . 
 

Table 1.   Estimates for wind direction data for the unreplicated  
    complex linear functional relationship model. 

 

Parameter Estimate St. error 

 α  310330.5 −×−  210998.1 −×  

β  977.0  210886.1 −×  

2
1σ  210130.9 −×  310038.8 −×  

 
 
 

Table 2.   Parameter estimates for wind direction data for the  
   complex linear regression model. 

 

Parameter Estimate St. error 

α 310592.2 −×−  210619.2 −×  

β 0.927 210619.2 −×  

2σ  0.143 210259.1 −×  
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 However, the 95% confidence interval for  α̂   is )10383.3,10449.4( 22 −− ××−  and 

for  β̂   is (0.940, 1.014), which suggests no reason to doubt that  0.0=α  and .0.1=β  
 Table 2 gives the estimates of the wind direction data analysed by using the complex 
linear regression model (i.e., assuming only Y variable is subject to error).  Comparison 
of the estimates of parameters given in Tables 1 and 2 shows that ignoring the error in the 
X variable will give a biased estimate of parameters. 
 
 
5. Conclusion 
 
In this paper we present the unreplicated complex linear functional relationship model, 
which is a statistical method of fitting a straight-line relationship when both circular 
variables are subject to errors.  It is also better to  compare or calibrate the two circular 
variables which are subject to measurements error, than to predict one variable from the 
other.   The model is analogous to the unreplicated linear functional relationship model 
for continuous linear variable and is also the extension of the complex linear regression 
model.  Hence we assume that the circular random errors are distributed according to a 
complex Gaussian distribution. 
 Estimation of parameters have been obtained by maximum likelihood estimation 
assuming a  known ratio of error variances.  The same assumption is being imposed for 
the unreplicated linear functional relationship model for continuous linear variable 
(EIVM).  Estimates have been obtained numerically by an iterative method, since the 
closed-form expression for each estimate is not available and the starting values for 
iteration have been chosen from the complex linear regression model.  
 It is found that, by assuming a known ratio of error variances, the unreplicated 
complex linear functional relationship model reasonably represents the relationship 
between the two circular variables.  This is observed with error by considering their 
vector of direction cosines as shown in the analyses of the wind direction data. 
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