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Abstract.  This paper considers two different methods of estimation to generate unbiased estimators of 
the population mean in the presence of two auxiliary variables for a two-phase sampling procedure. 

 
 
1.  Introduction 
 
Let ,,,2,1,),,( Nizxy iii =  denote observation vector on the ith unit of a trivariate 
population Ω  in ),,( zxy  with mean vector ),,(  Z X Y , such that y is the survey variable 
and zx,  are two auxiliary variables.  We consider a practical situation where X  is unknown 
but Z is known exactly, and we seek to estimate Y using a two-phase sampling mechanism.  
Allowing simple random sampling without replacement for sample selection, this scheme is 
described as follows: 
 
 (a) The first phase sample  )( Ω⊂′′ ss  of fixed size n′  is drawn to observe x and z. 
 (b) Given s′, the second phase sample )( sss ′⊂  of fixed size n is drawn to observe y 

only. 
 
Let ),,( zxy ′′′  and ),,( zxy  be the sample mean vectors based on n′  and n units 
respectively. 
 In the above scenarios, basic work on estimation was initiated by Chand (1975) and 
subsequently studied by several authors producing a huge stock of estimators in survey 
sampling literature during the last two decades (cf. Sahoo and Sahoo [3, 4]).  But, the main 
disadvantage associated with these estimators is that they are seriously biased even if for 
moderate sized samples.  Unfortunately, no attempt has been made so far to construct an 
unbiased estimator.  However, our present paper achieves this objective by creating two 
generalized unbiased estimators using the concepts introduced in Mickey [2] and    
Williams [5].         
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2.  Mickey-type unbiased estimator 
 
Let us assume that the samples are ordered set of units.  For any choice of the first α  sample 
units, remaining )( α−′n  units in s′  will constitute a first phase sample from the remaining 

)( α−N  units in Ω  and remaining )( α−n  units in s will constitute a second phase 
sample.  Let ),,( ααα zxy  be the mean vector and 21, aa  be the functions of the sample 
values obtained from the first α  selections.  For given α and ,s′  the expected value of  
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and the expected value of  
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Hence an unbiased estimator of Y  is given by 
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3.  Williams-type unbiased estimator 
 
Assume that Ω  is split at random into M mutually exclusive and exhaustive groups each of 
size m

n  such that .n
Mn  =  N   A first phase sample s′ of m′ groups is taken with equal 

probabilities without replacement so that .m
nm  =  n ′′  Then select randomly without 

replacement m groups from the m′  groups of .s′    This gives second phase sample s of size 
n. For kth group of m

n  units, ,,,2,1 Mk =  let ),,( kkk zxy  be the mean vector              
and kk bb 21 ,  be unspecified functions of xy,  and .z    For a given split and a random            

selection of groups ),,(),,( ZXYzxyE kkk =  and ,
1
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 z    =  Z k

M

kM 1
1

=
∑  etc. 

To construct an Williams-type unbiased estimator, we first consider the estimator 
)()( 21 z   Z b  +  x  x b  +  y ′−−′  and its bias ,)],(),(),([ 211 zbCovxbCovxbCov ′+′−−  

where k

m

km b    =  b 1
1

1
1

=
∑  and .2

1
1

2 k

m

km b    = b
=
∑  Then adjusting the estimator by a sample 

estimate of the needed bias correction, an  unbiased estimator of  Y  may be defined by 
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4.  Conclusions 
 
Unbiasedness of the estimators at  and bt  can be displayed for any defined form of their 
coefficients i.e., 21, aa  for at  and kk bb 21 ,  for .bt  Thus, these estimators define systems of 
unbiased estimators for Y . 

Discussion of the paper is somewhat theoretical in nature but encouraging for the future 
development in the construction of unbiased estimators for the situation under consideration. 
The methodologies presented here will be useful in a circumstance where the statistician can 
reasonably choose the value of α  for ,at  values of  m  and M for ,bt  and the coefficients 
for the estimators.  Complexity of an estimator can also be avoided with the judicious choice 
of the coefficients. 
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