
BULLETIN of the
MALAYSIAN MATHEMATICAL

SCIENCES SOCIETY

http://math.usm.my/bulletin

Bull. Malays. Math. Sci. Soc. (2) 37(3) (2014), 797–811

Maximum Principle for Optimal Control of Stochastic Partial
Differential Equations

ABDULRAHMAN AL-HUSSEIN

Department of Mathematics, College of Science, Qassim University
P. O. Box 6644, Buraydah 51452, Saudi Arabia
alhusseinqu@hotmail.com, hsien@qu.edu.sa

Abstract. We consider a stochastic maximum principle of optimal control for a control
problem associated with a stochastic partial differential equation driven by a continuous
martingale, which takes its values in a separable Hilbert space, and a random unbounded
linear operator. We derive necessary conditions of optimality for this control problem with-
out a convexity assumption on the control domain, and also when the control variable is
allowed to enter in the martingale part of the equation. Linear and nonlinear equations are
considered in this study.
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1. Introduction

Consider the following stochastic partial differential equation (SPDE for short):
dx(t) = (A(t)x(t)+a(t,u(t))x(t)+b(t,u(t)))dt

+[
〈
σ(t,u(t)),x(t)

〉
K + g(t,u(t))]dM(t), 0 < t ≤ T,

x(0) = x0 ∈ K,

(1.1)

where A(t), t ∈ [0,T ], is a random, possibly unbounded, closed linear operator on a separable
real Hilbert space K. The noise is modelled by a continuous martingale M in K, and a,b,σ
and g are suitable predictable bounded mappings, while u(·) is a control process. This
equation will be studied over a Gelfand triple (V,K,V ′). That is V is a separable Hilbert
space embedded continuously and densely in K, and V ′ is the dual space of V. Given a
bounded measurable mapping ` : [0,T ]×O → K and a fixed element G of K, we shall be
interested in minimizing the cost functional:

J(u(·)) = E
[ ∫ T

0

〈
`(t,u(t)) ,x(t)

〉
K dt +

〈
G ,x(T )

〉
K

]
,
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over the set of admissible controls (precise definitions to be given in Section 3 below).
We will approach this by using the adjoint equation of SPDE (1.1), which is a backward
stochastic partial differential equation (BSPDE for short) driven by an infinite dimensional
martingale, and derive in particular a stochastic maximum principle for this optimal control
problem. Let us recall that such BSPDEs (or even BSDEs) have their importance shown
in applications in control theory like [5] and in some financial applications as in [23]. For
more applications we refer the reader to Bally et al. [9], Imkeller et al. [18], and Fuhrman
and Tessitore [14].

It is known that a Wiener filtration is usually required to deal with BSPDEs that arise as
adjoint equations of controlled SPDEs. This is indeed a restriction insisted on for instance
in [34] and [35]. Øksendal et al. in [26] and some other recent works have now considered
the adjoint equation of a controlled BSPDE with a filtration generated by a Wiener process
and a Poisson random measure. In our work here we can consider an arbitrary continuous
filtration thanks to a result established in [3] giving the existence and uniqueness of solutions
to BSPDEs driven by martingales. In this respect we refer the reader also to Imkeller et
al. [18], where a filtration is being taken similarly to the one used here. The reader can also
see [5, 15–17, 19, 20, 29, 30, 33] for SDEs and SPDEs with martingale noises. In fact in [5]
we derived necessary conditions for optimality of stochastic systems similar to (1.1), but the
result there describes the maximum principle only in a local form and requires, moreover,
the convexity of the control domain U. In the present work we shall derive the maximum
principle in its global form for our optimal control problem and, in particular, we shall not
require the convexity of U. On the other hand, our results here generalize those in [35]
and [11] and can be applied to the optimal control problem of partial observations with a
given general nonlinear cost functional as done particularly in [35, Section 6]. The idea of
reducing such a control problem to a control problem for a linear SPDE (Zakai’s equation)
was discussed also there. This is similar to (1.1).

We shall include also a more general result covering a control problem associated with
an SPDE of the type:

(1.2)


dx(t) = (A(t)x(t)+F(t,x(t),u(t)))dt

+[
〈
σ(t,u(t)),x(t)

〉
K + g(t,u(t))]dM(t), 0 < t ≤ T,

x(0) = x0 ∈ K,

with respect to a cost functional:

(1.3) J(u(·)) = E
[ ∫ T

0
ρ(u(t),x(t))dt +

〈
G ,x(T )

〉
K

]
.

The main new features here are the driving noise is allowed to be an infinite dimensional
martingale (as in Tudor [33] and Al-Hussein [4]), the control domain U need not be convex,
and the control variable itself is allowed to enter in the martingale part of the equation as in
SPDEs (1.1) and (1.2). To our best knowledge our results here are the first results that study
such control systems and are much more general than those in literature so far, one can see
now Remark 6.1 in Section 6.

The present paper is organized as follows. In Section 2 we introduce some definitions
and notation that will be used throughout the paper. In Section 3 our main stochastic control
problem is introduced. Section 4 is devoted to the adjoint equation of SPDE (1.1) as well
as the existence and uniqueness of its solution. We state and establish the proof of our
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main result in Section 5. In Section 6 we generalize the main theorem of Section 5 to cover
in particular the control problem associated with SPDE (1.2) and its cost functional (1.3).
Further discussion is given in Remark 6.1 in Section 6.

2. Basic definitions and notation

We assume that (Ω,F ,{Ft}t≥0,P) is a complete filtered probability space, such that
{Ft}t≥0 is a continuous filtration, in the sense that every square integrable K-valued mar-
tingale with respect to {Ft , 0 ≤ t ≤ T} has a continuous version. Let P denote the pre-
dictable σ -algebra of subsets of Ω× [0,T ]. A K-valued process is said to be predictable if
it is P/B(K) measurable. Let M 2,c

[0,T ](K) be the space of all square integrable continuous

martingales in K. We say that two elements M and N of M 2,c
[0,T ](K) are very strongly orthog-

onal (VSO) if E [M(τ)⊗N(τ)] = E [M(0)⊗N(0)], for all [0,T ]-valued stopping times τ.
Here ⊗ denotes the tensor product so that M⊗N takes values in the space K⊗K.

For M ∈M 2,c
[0,T ](K) let << M >> be its tensor quadratic variation taking its values in

the space L1(K), where L1(K) is the space of all nuclear operators on K, i.e. << M >>
is the unique predictable process in L1(K) which vanishes at 0 and satisfies M⊗M− <<

M >>∈M 2,c
[0,T ](L1(K)). Denote by < M > the quadratic variation of M, which is defined

similarly. It is known (see [25]) that there exist a predictable process Q̃M(s,ω) in L1(K)
such that << M >>t =

∫ t
0 Q̃M(s,ω)d < M >s .

For (t,ω) if Q̃(t,ω) is any symmetric, positive definite nuclear operator on K, we shall
denote by LQ̃(t,ω)(K) the set of all linear (not necessarily bounded) operators Φ which map
Q̃1/2(t,ω)(K) into K such that ΦQ̃1/2(t,ω) ∈ L2(K), the space of all Hilbert-Schmidt op-
erators from K into itself. The inner product and norm in L2(K) will be denoted respectively
by
〈
·, ·
〉

2 and || · ||2.
We recall that the stochastic integral

∫ ·
0 Φ(s)dM(s) is defined for mappings Φ such that

for each (t,ω), Φ(t,ω) ∈ LQ̃M (t,ω)(K), for every h ∈ K the K-valued process (t,ω) 7→(
Φ(t,ω)Q̃1/2

M (t,ω)
)
(h) is predictable, and E [

∫ T
0 ||(ΦQ̃

1/2
M )(t)||22 d < M >t ] < ∞.

The space of such integrands is a Hilbert space with respect to the scalar product
(Φ1,Φ2) 7→ E [

∫ T
0
〈
Φ1Q̃

1/2
M ,Φ2Q̃

1/2
M

〉
d < M >t ]. Simple processes in L(K) are examples

of such integrands. Hence the closure of the set of simple processes in this Hilbert space is
itself a Hilbert subspace. We denote it as in [25] by Λ2(K;P,M). More details and proofs
can be found in [24] or [25].

In this paper we shall assume that there exists a measurable mapping
Q(·) : [0,T ]×Ω→ L1(K) such that Q(t) is symmetric, positive definite,
<< M >>t =

∫ t
0 Q(s)ds, and Q(t) ≤ Q for some positive definite nuclear operator Q

on K. Thus Q̃M(t) = Q(t)
q(t) and < M >t =

∫ t
0 q(s)ds, with q(t) = tr(Q(t)). Thus, if Φ ∈

Λ2(K;P,M),

E
[
|
∫ T

0
Φ(s)dM(s)|2

]
= E

[ ∫ T

0
||Φ(s)Q1/2(s)||22 ds

]
.

This equality will be used frequently in the proofs given in Section 5. The process Q(·)
will play an essential role in deriving the adjoint equation of the SPDE (1.1), as appearing
in the equation (4.1) in Section 4; see in particular the discussion following equation (4.5).
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On the other hand, by starting first with this nuclear covariance process Q(·), one can also
work more directly to define the above stochastic integrals.

3. Statement of the control problem

For a separable Hilbert space E, let us consider the following space:

L2
F (0,T ;E) :={ψ : [0,T ]×Ω→ E (up to equivalence classes),

predictable and E
[∫ T

0
|ψ(t)|2dt

]
< ∞}.

Suppose that O is a separable Hilbert space with an inner product
〈
·, ·
〉
O

, and U is a
nonempty subset of O. Denote by

Uad = {u(·) : [0,T ]×Ω→ O s.t. u(·) ∈ L2
F (0,T ;O), and u(t) ∈U a.e., a.s.}.

This set is called the set of admissible controls and its elements are called admissible con-
trols.

Now let us recall our first SPDE:

(3.1)


dx(t) = (A(t)x(t)+a(t,u(t))x(t)+b(t,u(t)))dt

+[
〈
σ(t,u(t)),x(t)

〉
K + g(t,u(t))]dM(t),

x(0) = x0 ∈ K,

and impose on it the following assumptions:
(i) A(t,ω) is a linear operator on K, P-measurable, belongs to L(V ;V ′) uniformly in (t,ω)
and satisfies the following two conditions.

(1) A(t,ω) satisfies the coercivity condition:

2
〈
A(t,ω)y ,y

〉
V ′,V + α |y|2V ≤ λ |y|2K a.e. t ∈ [0,T ] , a.s. ∀ y ∈V,

for some α,λ > 0, where
〈
A(t,ω)y ,y

〉
V ′,V denotes the action of A(t,ω)y ∈ V ′ on

y ∈V.

(2) ∃ β ≥ 0 such that for all (t,ω)

|A(t,ω)y |
V ′ ≤ β |y|V ∀ y ∈V.

(ii) a : Ω× [0,T ]×O → R , b : Ω× [0,T ]×O → K, σ : Ω× [0,T ]×O → K and g :
Ω× [0,T ]×O → LQ(K) are predictable and bounded mappings.

Definition 3.1. We say that x = xu(·) ∈ L2
F (0,T ;V ) is a solution of (3.1) if ∀ η ∈V (or any

dense subset of V ) and for almost all (t,ω) ∈ [0,T ]×Ω〈
x(t),η

〉
K =

〈
x0,η

〉
K +

∫ t

0

〈
A(s)x(s) ,η

〉
V ′,V ds+

∫ t

0

〈
a(s,u(s))x(s)+b(s,u(s)) ,η

〉
K ds

+
∫ t

0

〈
η , [
〈
σ(s,u(s)),x(s)

〉
K + g(s,u(s))]dM(s)

〉
K .
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Given a bounded measurable mapping ` : [0,T ]×O→ K and a fixed element G of K, we
define the cost functional by:

(3.2) J(u(·)) := E
[ ∫ T

0

〈
`(t,u(t)),xu(·)(t)

〉
K dt +

〈
G,xu(·)(T )

〉
K

]
, u(·) ∈Uad .

It is easy to realize that under assumptions (i) and (ii) there exists a unique solution to
(3.1) in L2

F (0,T ;K). This fact can be found in [15, Theorem 4.1, P. 105], [17, Theorem 2.10]
or [4, Theorem 3.2], and also can be gleaned from [30]. Itô’s formula for such SPDEs can
be found in [16, Theorems 1, 2].

Our control problem is to minimize (3.2) over Uad . Any u∗(·) ∈Uad satisfying

(3.3) J(u∗(·)) = inf{J(u(·)) : u(·) ∈ Uad}

is called an optimal control. The corresponding solution xu∗(·) of (3.1), which we denote
briefly by x∗ and (x∗ ,u∗(·)) are called respectively an optimal solution and an optimal pair
of the stochastic optimal control problem (3.1)–(3.3).

The control problem associated with the SPDE (1.2) and (1.3) will be introduced and
established in Section 6.

The existence problem of optimal control can be developed from the works of [1, 2]
and [33]. However, a special case can be found in [4]. We refer the reader also to Remark 5.1
below.

4. Adjoint equation

Recall the SPDE (3.1) and the mappings in (3.2), and define the Hamiltonian
H : [0,T ]×Ω×K×O×K×L2(K)→ R for (t,ω,x,v,y,z)∈ [0,T ]×Ω×K×O×K×L2(K)
by

H(t,ω,x,v,y,z) :=−
〈
`(t,v) ,x

〉
V −a(t,ω,v)

〈
x ,y
〉

K

−
〈
b(t,ω,v) ,y

〉
K−

〈
σ̃(t,ω,x,v)Q1/2(t,ω) ,z

〉
2 ,(4.1)

where σ̃ : [0,T ]×Ω×K×O → LQ(K) is defined by

(4.2) σ̃(t,ω,x,v) =
〈
σ(t,ω,v) ,x

〉
K Φ(x)+g(t,ω,v)

with Φ being the constant mapping Φ : K→ LQ(K),x 7→Φ(x) = idK . Then〈
σ̃(t,ω,x,v)Q1/2(t,ω) ,z

〉
2 =

〈
(
〈
σ(t,ω,v),x

〉
K Φ(x)+g(t,ω,v))Q1/2(t,ω) ,z

〉
2

=
〈〈

Q1/2(t,ω) ,z
〉

2 σ(t,ω,v),x
〉

K +
〈
g(t,ω,v)Q1/2(t,ω) ,z

〉
2

=
〈
B(t,ω,v)z,x

〉
K +

〈
g(t,ω,v)Q1/2(t,ω) ,z

〉
2 ,

where B : [0,T ]×Ω×O → L(L2(K),K) is defined such that

(4.3) B(t,ω,v)z =
〈
Q1/2(t,ω) ,z

〉
2 σ(t,ω,v).

Moreover,

(4.4) ∇xH(t,ω,x,v,y,z) =−`(t,v)−a(t,ω,v)y−B(t,ω,v)z.
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Now we consider the adjoint equation of (3.1):
dyu(·)(t) =−

[
A∗(t)yu(·)(t)−∇xH(t,xu(·)(t),u(t),yu(·)(t),zu(·)(t)Q1/2(t))

]
dt

+zu(·)(t)dM(t)+dNu(·)(t), 0≤ t < T,

yu(·)(T ) = G,

(4.5)

where A∗(t) is the adjoint operator of A(t). A solution of this BSPDE (4.5) is a triple
(yu(·),zu(·),Nu(·)) in L2

F (0,T ;K)×Λ2(K;P,M)×M 2,c
[0,T ](K) such that the following equal-

ity holds a.s. for all t ∈ [0,T ], Nu(·)(0) = 0 and Nu(·) is VSO to M:

yu(·)(t) =ξ +
∫ T

t
∇xH(s,xu(·)(s),u(s),yu(·)(s),zu(·)(s)Q1/2(s))ds

−
∫ T

t
zu(·)(s) dM(s)−

∫ T

t
dNu(·)(s).

The following theorem gives the solution to this BSPDE (4.5).

Theorem 4.1. Assume that (i)–(ii) hold. Then there exists a unique solution (yu(·),zu(·),Nu(·))
of the BSDE (4.5).

The proof of this theorem can be found in [3].
We shall denote briefly the solution of (4.5) corresponding to an optimal control u∗(·) by

(y∗,z∗,N∗).

Remark 4.1. (i) It is important to realize that the presence of the process Q1/2(·) in equa-
tion (4.5) is crucial in order for the mapping ∇xH to be defined on the space L2(K), since
the process zu(·) need not be bounded as it is discussed in Section 2. This has to be taken
always into account when we study BSPDEs or even BSDEs in infinite dimensions; one can
see also [6].

(ii) We note that our assumption on the filtration {Ft}t≥0 to be a continuous filtration,
i.e. every square integrable K-valued martingale with respect to {Ft , 0 ≤ t ≤ T} has a
continuous version, is only needed to get the existence and uniqueness of the solution of
the adjoint BSPDE (4.5), as it can be gleaned from [3], and guarantees the continuity of the
martingale Nu(·) in (4.5). This assumption on the filtration is not needed when M is a Brow-
nian motion or even a combination of a Brownian motion and a Poisson process because
the martingale Nu(·) will vanish then; cf. for example [7]. Thus to our best knowledge our
results here are much more general than those in literature so far.

5. Main results

In this section we shall derive and prove our main result on the maximum principle for
optimal control of the SPDE (3.1) and its associated cost functional (3.2) and value function
(3.3). We shall try to make use of the results of the previous section on the adjoint equation
(BSPDE). Before doing so, let us mention that the relationship between BSPDEs and the
maximum principle for some SPDEs is developed in several works, among them for instance
are [28] and [34] and the references of Zhou cited therein. Other discussions in this respect
can be found in [32] and [35] as well. Bensoussan in [12, Chapter 8] presents a stochastic
maximum principle approach to the problem of stochastic control with partial information
treating a general infinite dimensional setting, and the adjoint equation is derived also there.
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Another work on the maximum principle that is connected to BSDEs can be found also
in [8]. For an expanded discussion on the history of maximum principle we refer the reader
to [34, P. 153–156]. One can find also useful information in Bensoussan’s lecture notes [10]
and Li and Yong [22].

Our main theorem is the following.

Theorem 5.1. Suppose (i)–(ii). Assume moreover that U is compact and `,a,b,σ ,g are
continuous as mappings in the control argument v a.s. If (x∗,u∗(·)) is an optimal pair for
the problem (3.1)–(3.3), then there exists a unique solution (y∗,z∗,N∗) to the corresponding
BSPDE (4.5) such that the following inequality holds:

H(t,x∗(t),u,y∗(t),z∗(t)Q1/2(t))≤H(t,x∗(t),u∗(t),y∗(t),z∗(t)Q1/2(t))(5.1)

a.e. t ∈ [0,T ], a.s. ∀ u ∈U.

Remark 5.1. (i) The compactness assumption of U and the continuity of `,a,b,σ ,g in v
in the above theorem are not actually needed in all the proofs that follow, however such as-
sumptions are needed in order for the maximum of the mapping
v 7→ H(t,X∗(t),v,Y ∗(t),Z∗(t)Q1/2(t)) required in (5.1) to exist in U.
(ii) A measurable selection theorem due to Ekeland and Temam, [13], can be applied to
select an admissible control satisfying (5.1), one can see also [21, Theorem 3.2, p. 169] for
the same purpose.

To start proving Theorem 5.1 we need to develop some necessary estimates using the
so-called spike variation method. For this we let (x∗,u∗(·)) be the given optimal pair. Let
0 ≤ t0 < T be fixed such that E [|x∗(t0)|2K ] < ∞ and 0 ≤ ε < T − t0. Let u be a random
variable taking its values in U, Ft0 -measurable and sup

ω∈Ω

|u(ω)|< ∞. Consider the following

spike variation of the control u∗(·):

uε(t) =

{
u∗(t) if t ∈ [0,T ]\[t0, t0 + ε]
u if t ∈ [t0, t0 + ε].

We can consider the xuε (·) as the solution of the SPDE (3.1) corresponding to uε(·). We
shall denote it briefly by xε . Note that xε(t) = x∗(t) for all 0≤ t ≤ t0.

The proof of this theorem will be divided into several lemmas as follows.

Lemma 5.1. Suppose (i)–(ii). Then

(5.2) sup
t0≤t≤t0+ε

E [ |xε(t)|2K ] ≤C1
(
E [ |x∗(t0)|2K +C2 ε

)
for some positive constants C1 and C2.

Proof. Observe first from (3.1) and (5.2) that, for t0 ≤ t ≤ t0 + ε,

xε(t) =x∗(t0)+
∫ t

t0

(
A(s)xε(s)+a(s,u)xε(s)+b(s,u)

)
ds

+
∫ t

t0

[〈
σ(s,u),xε(s)

〉
K + g(s,u)

]
dM(s).(5.3)



804 A. Al-Hussein

Then, by Itô’s formula, assumption (i), Cauchy-Schwartz inequality and assumption (ii)
we get

E [ |xε(t) |2K ]+α E
[ ∫ t

t0
|xε(s) |2V ds

]
≤ E [ |x∗(t0) |2K ]+λ E

[ ∫ t

t0
|xε(s) |2K ds

]
+ 2E

[ ∫ t

t0

〈
a(s,u)xε(s) ,xε(s)

〉
Kds

]
+2E

[ ∫ t

t0

〈
xε(s) ,b(s,u)

〉
Kds

]
+ 2E

[ ∫ t

t0
||
〈
σ(s,u) ,xε(s)

〉
K idK Q1/2(s) ||22ds

]
+2E

[ ∫ t

t0
||g(s,u)Q1/2(s) ||22ds

]
≤ E [ |x∗(t0) |2K ]+λ E

[ ∫ t

t0
|xε(s) |2K ds

]
+2k1 E

[ ∫ t

t0
|xε(s) |2K ds

]
+ k2

2 E
[ ∫ t

t0
|xε(s) |2K ds

]
+(t− t0)+ 2k2

3 ||Q1/2||22 E
[ ∫ t

t0
|xε(s) |2K ds

]
+2k2

4ε ||Q1/2||22 (t− t0)

≤
(
λ +2k1 + k2

2 +2k2
3 ||Q1/2||22

) ∫ t

t0
E [|xε(s)|2K ]ds

+ (1+2k2
4 ||Q1/2||22)ε +E [ |x∗(t0) |2K ].(5.4)

In the last part of this inequality we have used the boundedness in assumption (ii) of the
mappings a,b,σ ,g respectively to get the constants k1, . . . ,k4.

Thus, in particular, applying Gronwall’s inequality to (5.4) gives (5.2) with

C1 = eε

(
λ+2k1+k2

2+2k2
3 ||Q

1/2||22
)

and
C2 = 1+2k2

4 ||Q1/2||22.
This completes the proof.

Lemma 5.2. Suppose (i)–(ii). Then

(5.5) sup
t0+ε≤t≤T

E [ |xε(t)|2K ] ≤C3
(
E [ |x∗(t0)|2K ]+C4 ε +1

)
for some positive constants C3 and C4.

Proof. For t0 + ε ≤ t ≤ T, it follows that

xε(t) =x∗(t0 + ε)+
∫ t

t0+ε

(
A(s)xε(s)+a(s,u∗(s))xε(s)+b(s,u∗(s))

)
ds

+
∫ t

t0+ε

[〈
σ(s,u∗(s)),xε(s)

〉
K + g(s,u∗(s))

]
dM(s).(5.6)

Thus mimicking the proof of Lemma 5.1 and then applying inequality (5.2) easily yield
(5.5).

Lemma 5.3. Suppose (i)–(ii). Let ξε(t) = xε(t)− x∗(t), for t ∈ [0,T ]. Then

(5.7) sup
t0+ε≤t≤T

E [ |ξε(t)|2K ] = O(ε).
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Proof. It is easy to get for t ∈ [t0 + ε,T ],

ξε(t) =ξε(t0 + ε)+
∫ t

t0+ε

(
A(s)ξε(s)+a(s,u∗(s))ξε(s)

)
ds

+
∫ t

t0+ε

〈
σ(s,u∗(s)) ,ξε(s)

〉
K dM(s).(5.8)

Hence, as done in the proof of Lemma 5.1, we get

(5.9) sup
t0+ε≤t≤T

E [|ξε(t)|2K ]≤C5 E [|ξε(t0 + ε)|2K ].

On the other hand, for t0 ≤ t ≤ t0 + ε we have ξε(t0) = 0 and

ξε(t) =
∫ t

t0

[
A(s)ξε(s)+

(
a(s,u)−a(s,u∗(s))

)
xε(s)

+
(
b(s,u)−b(s,u∗(s))

)
+a(s,u∗(s))ξε(s)

]
ds

+
∫ t

t0

[〈
σ(s,u)−σ(s,u∗(s)) ,xε(s)

〉
K

+
(
g(s,u)−g(s,u∗(s))

)
+
〈
σ(s,u∗(s)) ,ξε(s)

〉
K

]
dM(s).(5.10)

Hence by Itô’s formula, assumption (i), Cauchy-Schwartz inequality and assumption (ii) it
follows that

E [ |ξε(t) |2K ]+α E [
∫ t

t0
|ξε(s) |2V ds]

≤λ E
[ ∫ t

t0
|ξε(s) |2K ds

]
+ 2E

[ ∫ t

t0

〈
ξε(s) ,

(
a(s,u)−a(s,u∗(s))

)
xε(s)

〉
K ds

]
+ 2E

[ ∫ t

t0

〈
ξε(s) ,b(s,u)−b(s,u∗(s))

〉
K ds

]
+ 2E

[ ∫ t

t0

〈
ξε(s) ,a(s,u∗(s))ξε(s)

〉
K ds

]
+ 3E

[ ∫ t

t0
||
〈
σ(s,u)−σ(s,u∗(s)) ,xε(s)

〉
K idK Q1/2(s) ||22 ds

]
+ 3E

[ ∫ t

t0
||
〈
σ(s,u∗(s)) ,ξε(s)

〉
K idK Q1/2(s) ||22 ds

]
+3E

[ ∫ t

t0
||
(
g(s,u)−g(s,u∗(s))

)
Q1/2(s) ||22 ds

]
≤(λ +4k2

1 +4k2
2 +2k1 +3k2

3 ||Q1/2||22)
∫ t

t0
E [|ξε(s)|2K ]ds

+ (12k2
3 ||Q1/2||22 +1)

∫ t0+ε

t0
E [|xε(s)|2K ]ds+(1+12k2

4 ||Q1/2||22)ε

≤(λ +4k2
1 +4k2

2 +2k1 +3k2
3 ||Q1/2||22)

∫ t

t0
E [|ξε(s)|2K ]ds

+ (12k2
3 ||Q1/2||22 +1)C1 ·

(
E [|x∗(t0)|2K + C2 ε

)
ε +(1+12k2

4||Q1/2||22)ε.(5.11)
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Therefore Gronwall’s inequality gives

(5.12) sup
t0≤t0+ε

E [ |ξε(t) |2K ]≤C6(ε) · ε,

where

C6(ε) =e(λ+4k2
1+4k2

2+2k1+3k2
3 ||Q

1/2||22)ε ·
[
(12k2

3 ||Q1/2||22 +1)C1 ·
(
E [|x∗(t0)|2K ]

+ C2 ε
)
+1+12k2

4 ||Q1/2||22
]
.

Now by applying (5.12) in (5.9) it yields eventually

(5.13) sup
t0+ε≤t≤T

E [|ξε(t)|2K ]≤C5 C6(ε) · ε.

Thus (5.7) follows.
In the following result we shall try to compute E [

〈
y∗(t0 + ε),ξ (t0 + ε)

〉
K ].

Lemma 5.4. Suppose (i)–(ii). We have

E
[〈

y∗(t0 + ε) ,ξε(t0 + ε)
〉

K +
∫ t0+ε

t0

〈
`(t,u∗(t)) ,ξε(t)

〉
Kdt
]

= E
[ ∫ t0+ε

t0

〈
y∗(t) ,

(
a(t,u)−a(t,u∗(t))

)
xε(t)

〉
Kdt
]

+ E
[ ∫ t0+ε

t0

〈
y∗(t) ,b(t,u)−b(t,u∗(t))

〉
K dt

]
+ E

[ ∫ t0+ε

t0

〈
σ(t,u)−σ(t,u∗(t)) ,xε(t)

〉
K

〈
Q1/2(t) ,z∗(t)Q1/2(t)

〉
2 dt
]

+ E
[ ∫ t0+ε

t0

〈(
g(t,u)−g(t,u∗(t))

)
Q1/2(t) ,z∗(t)Q1/2(t)

〉
2 dt
]

(5.14)

and

E [
〈

y∗(t0 + ε),ξε(t0 + ε)
〉

K ] = E
[ ∫ T

t0+ε

〈
`(t,u∗(t)) ,ξε(t)

〉
Kdt
]
+ E

[〈
G ,ξε(T )

〉
K

]
.

(5.15)

Proof. Note that for t0 ≤ t ≤ t0 + ε we have ξε(t0) = 0 and (5.10). Therefore by using Itô’s
formula to (5.10) together with (4.5), (4.4) and (4.3) we get easily (5.14). The equality in
(5.15) is proved similarly with the help of (5.8).

Let us now record the following remark.

Remark 5.2. We note from Lebesgue differentiation theorem (e.g. [31]) that for a.e. s ∈
[0,T ],

1
ε

∫ s+ε

s

∣∣E [ |y∗(t)|2 ]−E [ |y∗(s)|2 ]
∣∣dt→ 0, as ε → 0,

i.e. s is a Lebesgue point of the functions t 7→ E [ |y∗(t) |2K ]. This implies in particular that

1
ε

∫ s+ε

s
E [ |y∗(t)|2 ]dt→ E [ |y∗(s)|2 ], as ε → 0,

for a.e. s in [0,T ]. Similarly, for the function t 7→ E [ ||z∗(t)Q1/2(t) ||22 ].
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So we can and will choose from here on t0 ∈ [0,T ) so that t0 is a Lebesgue point of the
functions t 7→ E [ |y∗(t) |2K ] and t 7→ E [ ||z∗(t)Q1/2(t) ||22 ].

Lemma 5.5. If (i)–(ii) hold, then

0≤ E
[ ∫ t0+ε

t0

〈
`(t,u)− `(t,u∗(t)) ,x∗(t)

〉
Kdt
]

+ E
[ ∫ t0+ε

t0

〈
y∗(t) ,

(
a(t,u)−a(t,u∗(t))

)
x∗(t)

〉
Kdt
]

+ E
[ ∫ t0+ε

t0

〈
σ(t,u)−σ(t,u∗(t)) , x∗(t)

〉
K

〈
Q1/2(t) ,z∗(t)Q1/2(t)

〉
2 dt
]

+ E
[ ∫ t0+ε

t0

〈
y∗(t) ,b(t,u)−b(t,u∗(t))

〉
K dt

]
+ E

[ ∫ t0+ε

t0

〈(
g(t,u)−g(t,u∗(t)

)
Q1/2(t) ,z∗(t)Q1/2(t)

〉
2 dt
]
+o(ε).(5.16)

Proof. Since u∗(·) is optimal, we have

0≤ J(uε(·))− J(u∗(·)) =E
[ ∫ T

0

(〈
`(t,uε(t)) ,xε(t)

〉
K−

〈
`(t,u∗(t)) ,x∗(t)

〉
K

)
dt
]

+ E
[〈

G ,xε(T )
〉

K−
〈
G ,x∗(T )

〉
K

]
=E
[ ∫ t0+ε

t0

(〈
`(t,u)− `(t,u∗(t)) ,xε(t)

〉
K +

〈
`(t,u∗(t)) ,ξε(t)

〉
K

)
dt
]

+ E
[ ∫ T

t0+ε

〈
`(t,u∗(t)) ,ξε(t)

〉
K dt +

〈
G,ξε(T )

〉
K

]
.

Hence using Lemma 5.4 (5.15) in this inequality gives

0≤E
[ ∫ t0+ε

t0

(〈
`(t,u)− `(t,u∗(t)) ,xε(t)

〉
Kdt +

〈
`(t,u∗(t)) ,ξε(t)

〉
K

)
dt
]

+ E
[〈

y∗(t0 + ε)) ,ξε(t0 + ε)
〉

K

]
.(5.17)

Again by Lemma 5.4 (5.14) inequality (5.17) becomes

0≤E
[ ∫ t0+ε

t0

〈
`(t,u)− `(t,u∗(t)) ,xε(t)

〉
K dt

]
+ E

[ ∫ t0+ε

t0

〈
y∗(t) ,

(
a(t,u)−a(t,u∗(t))

)
xε(t)

〉
K dt

]
+ E

[ ∫ t0+ε

t0

〈
y∗(t) ,b(t,u)−b(t,u∗(t))

〉
K dt

]
+ E

[ ∫ t0+ε

t0

〈
σ(t,u)−σ(t,u∗(t)) ,xε(t)

〉
K

〈
Q1/2(t) ,z∗(t)Q1/2(t)

〉
2 dt
]

+ E
[ ∫ t0+ε

t0

〈(
g(t,u)−g(t,u∗(t))

)
Q1/2(t) ,z∗(t)Q1/2(t)

〉
2 dt
]
.(5.18)
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On the other hand, assumption (ii) and Lemma 5.3 imply

1
ε

E
[ ∫ t0+ε

t0

〈
y∗(t) ,

(
a(t,u)−a(t,u∗(t))

)
ξε(t)

〉
K dt

]
≤C7 (

1
ε
)
∫ t0+ε

t0
E
(
|y∗(t)|K · |ξε(t)|K

)
dt

≤C7 (
1
ε
)
∫ t0+ε

t0

(
(

ε1/3

2
) E [|y∗(t)|2K ]+ (

1
2ε1/3 ) E [|ξε(t)|2K ]

)
dt

≤C8

(
ε

1/3 (
1
ε
)
∫ t0+ε

t0
E [|y∗(t)|2K ]dt +(

1
ε
)ε (

1
ε1/3 )ε

)
→ 0,(5.19)

as ε→ 0, for some positive constants C7 and C8, since t0 is a Lebesgue point of the function
t 7→ E [ |y∗(t) |2K ]; cf. Remark 5.2.

Similarly,

1
ε

E
[ ∫ t0+ε

t0

(〈
`(t,u)− `(t,u∗(t)) ,ξε(t)

〉
K

+
〈
σ(t,u)−σ(t,u∗(t)) ,ξε(t)

〉
K

〈
Q1/2(t) ,z∗(t)Q1/2(t)

〉
2

)
dt
]
→ 0,(5.20)

as ε → 0, since t0 is a Lebesgue point of the function t 7→ E [ ||z∗(t)Q1/2(t) ||22 ].
Therefore, by applying (5.19) and (5.20) in (5.18) we obtain (5.16).

We are now ready to complete the proof of Theorem 5.1.
Proof of Theorem 5.1 Divide (5.16) in Lemma 5.5 by ε and let ε → 0 to get

E
[〈

`(t0,u)− `(t0,u∗(t0)) ,x∗(t0)
〉

K +
〈
y∗(t0) ,

(
a(t0,u)−a(t0,u∗(t0))

)
x∗(t0)

〉
K

]
+ E

[〈
y∗(t0) ,b(t0,u)−b(t0,u∗(t0))

〉
K

]
+ E

[〈
σ(t0,u)−σ(t0,u∗(t0)) , x∗(t0)

〉
K

〈
Q1/2(t0) ,z∗(t0)Q1/2(t0)

〉
2

]
+ E

[〈(
g(t0,u)−g(t0,u∗(t0)

)
Q1/2(t0) ,z∗(t0)Q1/2(t0)

〉
2

]
≥ 0.

Consequently,

E [H(t0,x∗(t0),u,y∗(t0),z∗(t0)Q1/2(t0)) ]≤ E [H(t0,x∗(t0),u∗(t0),y∗(t0),z∗(t0)Q1/2(t0)) ].

Hence (5.1) holds by a standard argument as for example in [34, Chapter 3], and the proof
of Theorem 5.1 is then complete.

6. Nonlinear case

In Theorem 5.1 we derived the maximum principle for the stochastic optimal control prob-
lem, which is governed by the SDE (3.1). By using the proofs in Section 5 and our results
in [6] we can generalize Theorem 5.1 to cover a control problem governed by the following
SPDE: 

dxu(·)(t) = (A(t)xu(·)(t)+F(t,xu(·)(t),u(t)))dt
+[
〈
σ(t,u(t)),xu(·)(t)

〉
K + g(t,u(t))]dM(t), 0 < t ≤ T,

xu(·)(0) = x0 ∈ K,

(6.1)
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and a cost functional given by the following formula:

(6.2) J(u(·)) = E [
∫ T

0
ρ(u(t),xu(·)(t))dt +

〈
G ,x(T )

〉
K ], u(·) ∈Uad ,

where G is a fixed element of K as in (3.2) and ρ : K×O → R is a measurable mapping
satisfying the following assumption:

(E1) ρ is continuously Fréchet differentiable with respect to (ν ,x) and the deriva-
tives ρν ,ρx are uniformly bounded.

The operator A(t) and the mappings σ ,g in (6.1) are the same as in (3.1) which are assumed
to satisfy in particular condition (i) in Section 3, while F satisfies the following condition:

(E2) F : [0,T ]×Ω×K×O→ K is predictable, continuously Fréchet differentiable
with respect to x ∈ K and ν ∈O, and the derivatives Fx, Fν are uniformly bounded.

The value function is

(6.3) J(u∗(·)) = inf{J(u(·)) : u(·) ∈ Uad}.

Theorem 6.1. Suppose (i), (E1) and (E2). If (x∗,u∗(·)) is an optimal pair for the problem
(6.1)–(6.3), then there exists a unique solution (y∗,z∗,N∗) to the corresponding BSPDE:

dyu(·)(t) =−
[
A∗(t)yu(·)(t)−∇xH(t,xu(·)(t),u(t),yu(·)(t),zu(·)(t)Q1/2(t))

]
dt

+zu(·)(t)dM(t)+dNu(·)(t), 0≤ t < T,

yu(·)(T ) = G,

(6.4)

such that the following inequality holds:

H(t,x∗(t),u,y∗(t),z∗(t)Q1/2(t))≤H(t,x∗(t),u∗(t),y∗(t),z∗(t)Q1/2(t))(6.5)

a.e. t ∈ [0,T ], a.s. ∀ u ∈U,

where

H(t,ω,x,ν ,y,z) :=−ρ(ν ,x)−
〈
F(t,ω,x,ν) ,y

〉
K−

〈
σ̃(t,ω,x,ν)Q1/2(t,ω) ,z

〉
2 ,

with σ̃ being defined as in (4.2).

The proof can be done in parallel to the proofs of Theorem 5.1 and Theorem 5.3 in [6],
so we omit it.

Remark 6.1. It would now be interesting to know if in the SPDE (6.1) a control process
u(·) can be allowed to enter generally in a nonlinear way in the domain of the martingale M
term, and in particular to consider the following SPDE:

(6.6)
{

dxu(·)(t) = (A(t)xu(·)(t)+F(t,xu(·)(t),u(t)))dt +κ(t,xu(·)(t),u(t))dM(t),
x(0) = x0,

with similar cost functional and value function to those in (6.2) and (6.3). In fact it is
not obvious how to handle this optimal control problem because an approximation results
to compute d

dε
J(uε(·))|ε=0 is needed to get a proper duality formula between the solution

of (6.6) and its adjoint process. For a similar result, we refer the reader for example to
Lemma 4.4, Corollary 4.6 and Lemma 5.2 in [6]. This new case requires new results con-
cerning existence and uniqueness of the solutions to some certain “second-order” backward
stochastic partial differential equations driven by martingales in order to solve the resulting
adjoint system; Chapter 3 of [34] and [27] would be useful in this direction. However, the
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work of Peng in [27] does not apply here because the solutions of such so-called second-
order adjoint system should consist of at least six processes (y,z,N, ỹ, z̃, Ñ) such that N and
Ñ are martingales in M 2,c

[0,T ](K), for which we have to take into account that certain proper-
ties and may be notions of orthogonality between two martingales and a general martingale
representation in parallel to those in [3] must also be present for this new research problem.

In Theorems (5.1, 6.1) we have succeeded to allow the martingale noise term to depend
almost linearly on the control variable, and overcome this difficulty at least partially. The
general result associated with SPDE (6.6), cost functional (6.2) and value function (6.3) is
still an interesting open research problem. This problem is pointed out in [5, Remark 6.4]
as well.
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