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#### Abstract

We establish the solvability criteria for the equation $x^{q}=a$ in the field of $p$-adic numbers, for any $q$ in two cases: (i) $q$ is not divisible by $p$; (ii) $q=p$. Using these criteria we show that any $p$-adic number can be represented in finitely many different forms and we describe the algorithms to obtain the corresponding representations. Moreover it is shown that solvability problem of $x^{q}=a$ for any $q$ can be reduced to the cases (i) and (ii).
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## 1. Introduction

The $p$-adic number system for any prime number $p$ extends the ordinary arithmetic of the rational numbers in a way different from the extension of the rational number system to the real and complex number systems. This extension is achieved by an alternative interpretation of the concept of absolute value.

First described by Kurt Hensel in 1897, the p-adic numbers were motivated primarily by an attempt to bring the ideas and techniques of power series methods into number theory. Their influence now extends far beyond this. For example, the field of $p$-adic analysis essentially provides an alternative form of calculus.

More formally, for a given prime $p$, the field $\mathbb{Q}_{p}$ of $p$-adic numbers is a completion of the rational numbers. On the field $\mathbb{Q}_{p}$ is also given a topology derived from a metric, which is itself derived from an alternative valuation on the rational numbers. This metric space is complete in the sense that every Cauchy sequence converges to a point in $\mathbb{Q}_{p}$. This is what allows the development of calculus on $\mathbb{Q}_{p}$ and it is the interaction of this analytic and algebraic structure which gives the $p$-adic number systems their power and utility.

For about a century after the discovery of $p$-adic numbers, they were mainly considered as objects of pure mathematics. However, numerous applications of these numbers to theoretical physics have been proposed in papers [ $1,5,10,19$ ], to quantum mechanics [8], to $p$-adic-valued physical observables [8] and many others [7, 18]. As in real case, to solve a
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problem in $p$-adic case there arises an equation which must be solved in the field of $p$-adic numbers (see for example [11-13, 18]). For classification problems of varieties of algebras over a field $\mathbb{Q}_{p}$ of $p$-adic numbers one has to solve an equation of the form: $x^{2}=a$. It is well known the criteria of solvability of this equation. In fact, in the classification of Leibniz algebras of dimensions less than 4 over a field $\mathbb{Q}_{p}$ (see $[3,9]$ ) it is enough to solve the equation $x^{2}=a$. However, in the classification tasks of larger dimensions one has to solve an equation of the form $x^{q}=a, q \geq 2$, in $\mathbb{Q}_{p}$. In this paper we present a criteria for solvability of the equation $x^{q}=a$ in $\mathbb{Q}_{p}$ (where $p$ is a fixed prime number) for arbitrary $q$ in two cases: $(q, p)=1$ and $q=p$. Moreover, in the cases of existing the solutions of the equation we present the algorithm of finding the solutions. Also we show that any equation $x^{q}=a$ in $\mathbb{Q}_{p}$ can be reduced to both cases. Note that in [14] the same criterion has been proved by a different method.

## 2. Preliminaries

### 2.1. Solvability of congruences

The sources of the information in this subsection are [2,4,15]. If $n$ is a positive integer, the integers between 1 and $n-1$ which are coprime to $n$ (or equivalently, the congruence classes coprime to $n$ ) form a group with multiplication modulo $n$ as the operation; it is denoted by $\mathbb{Z}_{n}^{\times}$and is called the group of units modulo $n$ or the group of primitive classes modulo $n$. Multiplicative group of integers modulo $n$ is cyclic if and only if $n$ is equal to $1,2,4, p^{k}$ or $2 p^{k}$, where $p^{k}$ is a power of an odd prime number. A generator of this cyclic group is called a primitive root modulo $n$ or a primitive element of $\mathbb{Z}_{n}^{\times}$.

For any integers $a, b$ and $n$, we say that $a$ is congruent to $b$ modulo $n$ (notated $a \equiv b$ $\bmod n)$ if $n \mid(b-a)$. The order of $\mathbb{Z}_{n}^{\times}$is given by Euler's totient function $\varphi(n)$. Euler's theorem says that $a^{\varphi(n)} \equiv 1 \bmod n$ for every $a$ coprime to $n$; the smallest $k$ for which $a^{k} \equiv 1 \bmod n$ is called the multiplicative order of $a$ modulo $n$. In other words, for $a$ to be a primitive root modulo $n, \varphi(n)$ has to be the smallest power of $a$ which is congruent to 1 $\bmod n$.

Lemma 2.1. Suppose that $m \in \mathbb{N}$ has a primitive root $r$. If a is a positive integer with $(a, m)=1$, then there is a unique integer $x$ with $1 \leq x \leq \varphi(m)$ such that

$$
r^{x} \equiv a \quad \bmod m .
$$

Definition 2.1. If $m \in \mathbb{N}$ has a primitive root $r$ and $\alpha$ is a positive integer with $(\alpha, m)=1$, then the unique integer $x, 1 \leq x \leq \varphi(m)$ and $r^{x} \equiv \alpha \bmod m$ is called the index (or discrete logarithm) of $\alpha$ to the base $r$ modulo $m$ and denoted by $\operatorname{ind}_{r} \alpha$.

In particular, $r^{\text {ind }_{r} a} \equiv a \bmod m$.
Theorem 2.1. Let $m$ be a positive integer with the primitive root $r$. If $a, b$ are positive integers coprime to $m$ and $k$ is a positive integer, then
(i) $\operatorname{ind}_{r} 1 \equiv 0 \bmod \varphi(m)$
(ii) $\operatorname{ind}_{r}(a b) \equiv \operatorname{ind}_{r} a+\operatorname{ind}_{r} b \bmod \varphi(m)$
(iii) $\operatorname{ind}_{r} a^{k} \equiv k \cdot \operatorname{ind}_{r} a \bmod \varphi(m)$.

Theorem 2.2. If $p$ is a prime number, $\alpha \in \mathbb{N}, m$ is equal to $p^{\alpha}$ or $2 p^{\alpha},(n, \varphi(m))=d$ then the congruence

$$
x^{n} \equiv a \quad \bmod m
$$

has solution if and only if $d$ divides $\operatorname{ind}_{x} a$. In case of solvability the congruence equation has d solutions.

Fermat's Little Theorem says: Let $a$ be a nonzero integer, and let $p \nmid a$ be prime. Then $a^{p-1} \equiv 1 \bmod p$.

Proposition 2.1. Let $a, b, n \in \mathbb{Z}$ with $n \neq 0$. The congruence $a x \equiv b \bmod n$ has solutions if and only if $(a, n) \mid b$. When the congruence has a solution $x_{0} \in \mathbb{Z}$ then the full solution set is $\left\{\frac{x_{0}+t n}{(a, n)}: t \in \mathbb{Z}\right\}$.

It follows that the equation $a x=b$ in $\mathbb{Z}_{n}$ has ( $a, n$ ) solutions. In particular, if $(a, n)=1$, then the equation $a x=b$ has unique solution in $\mathbb{Z}_{n}$.

### 2.2. Divisibility of binomial coefficients

(see [6]) In 1852, Kummer proved that if $m$ and $n$ are nonnegative integers and $p$ is a prime number, then the largest power of $p$ dividing $\binom{m+n}{m}$ equals $p^{c}$, where $c$ is the number of carries when $m$ and $n$ are added in base $p$. Equivalently, the exponent of a prime $p$ in $\binom{n}{k}$ equals the number of nonnegative integers $j$ such that the fractional part of $k / p^{j}$ is greater than the fractional part of $n / p^{j}$. It can be deduced from the fact that $\binom{n}{k}$ is divisible by $n / \operatorname{gcd}(n, k)$. Another fact: an integer $n \geq 2$ is prime if and only if all the intermediate binomial coefficients $\binom{n}{k}, k=1, \ldots, n-1$ are divisible by $n$.

## 2.3. $p$-adic numbers

Let $\mathbb{Q}$ be the field of rational numbers. Every rational number $x \neq 0$ can be represented in the form $x=p^{r} \frac{n}{m}$, where $r, n \in \mathbb{Z}, m$ is a positive integer, $(p, n)=1,(p, m)=1$ and $p$ is a fixed prime number. The $p$-adic norm of $x$ is given by

$$
|x|_{p}=\left\{\begin{array}{l}
p^{-r} \text { for } x \neq 0 \\
0 \text { for } x=0
\end{array}\right.
$$

This norm satisfies the so called strong triangle inequality

$$
|x+y|_{p} \leq \max \left\{|x|_{p},|y|_{p}\right\},
$$

and this is a non-Archimedean norm.
The completion of $\mathbb{Q}$ with respect to $p$-adic norm defines the $p$-adic field which is denoted by $\mathbb{Q}_{p}$. Any $p$-adic number $x \neq 0$ can be uniquely represented in the canonical form

$$
\begin{equation*}
x=p^{\gamma(x)}\left(x_{0}+x_{1} p+x_{2} p^{2}+\cdots\right), \tag{2.1}
\end{equation*}
$$

where $\gamma=\gamma(x) \in \mathbb{Z}$ and $x_{j}$ are integers, $0 \leq x_{j} \leq p-1, x_{0}>0, j=0,1,2, \ldots$ (see more details $[7,16,18])$. In this case $|x|_{p}=p^{-\gamma(x)}$.

Theorem 2.3. $[4,7,18]$ In order to the equation $x^{2}=a, 0 \neq a=p^{\gamma(a)}\left(a_{0}+a_{1} p+\cdots\right), 0 \leq$ $a_{j} \leq p-1, a_{0}>0$ has a solution $x \in \mathbb{Q}_{p}$, it is necessary and sufficient that the following conditions are fulfilled:
(i) $\gamma(a)$ is even;
(ii) $a_{0}$ is a quadratic residue modulo $p$ if $p \neq 2 ; a_{1}=a_{2}=0$ if $p=2$.

In this paper we shall generalize this theorem.

## 3. Equation $x^{q}=a$

In this section we consider the equation $x^{q}=a$ in $\mathbb{Q}_{p}$, where $p$ is a fixed prime number, $q \in \mathbb{N}$ and $a \in \mathbb{Q}_{p}$. Our goal is to find conditions under which the equation has a solution $x \in \mathbb{Q}_{p}$. The case $q=2$ is well known (see Theorem 2.3), therefore we consider $q>2$.

We need the following
Lemma 3.1. The following are true
(i)

$$
\begin{equation*}
\left(\sum_{i=0}^{\infty} x_{i} p^{i}\right)^{q}=x_{0}^{q}+\sum_{k=1}^{\infty}\left(q x_{0}^{q-1} x_{k}+N_{k}\left(x_{0}, x_{1}, \ldots, x_{k-1}\right)\right) p^{k} \tag{3.1}
\end{equation*}
$$

where $x_{0} \neq 0,0 \leq x_{j} \leq p-1, N_{1}=0$ and for $k \geq 2$

$$
\begin{equation*}
N_{k}=N_{k}\left(x_{0}, \ldots, x_{k-1}\right)=\sum_{\substack{m_{0}, m_{1}, \cdots, m_{k-1}: \\ \Sigma_{i=0}^{k-1} m_{i}=q, \sum_{i=1}^{k-1} m_{i}=k}} \frac{q!}{m_{0}!m_{1}!\cdots m_{k-1}!} x_{0}^{m_{0}} x_{1}^{m_{1}} \cdots x_{k-1}^{m_{k-1}} . \tag{3.2}
\end{equation*}
$$

(ii) Let $q=p$ be a prime number, then $p \mid N_{k}$ if and only if $p \nmid k$.

Proof. (i) Formulas (3.1) and (3.2) easily can be obtained by using multinomial theorem. (ii) The following formula is known:

$$
\begin{equation*}
\frac{p!}{m_{0}!m_{1}!\cdots m_{k-1}!}=\binom{m_{0}}{m_{0}}\binom{m_{0}+m_{1}}{m_{1}} \cdots\binom{m_{0}+m_{1}+\cdots+m_{k-1}}{m_{k-1}} . \tag{3.3}
\end{equation*}
$$

By the condition $\sum_{i=0}^{k-1} m_{i}=p$ we get $0 \leq m_{i} \leq p$. Moreover if $m_{i_{0}}=p$ for some $i_{0}$, then $m_{i}=0$ for all $i \neq i_{0}$. In this case from the condition $\sum_{i=1}^{k-1} i m_{i}=k$ we obtain $k=i_{0} p$.

Assume $p \mid k$, i.e., $k=p k_{0}$ for some $k_{0}$, where $1 \leq k_{0}<k-1$. Putting $m_{k_{0}}=p$ and $m_{i}=0$ for $i \neq k_{0}$, we get $N_{k}\left(x_{0}, \ldots, x_{k-1}\right)=x_{k_{0}}^{p}+S_{k}$, where

$$
S_{k}=\sum_{\substack{0 \leq m_{0}, m_{1}, \ldots, m_{k-1}<p: \\ \sum_{i=0}^{k-1} m_{i}=p, \quad \sum_{i=1}^{k-1} i m_{i}=k}} \frac{p!}{m_{0}!m_{1}!\cdots m_{k-1}!} x_{0}^{m_{0}} x_{1}^{m_{1}} \ldots x_{k-1}^{m_{k-1}}
$$

Since $x_{k_{0}}^{p}$ is not a multiple of $p$ (otherwise, if we assume that $r^{p}=p T$ for some $r \in$ $\{2, \ldots, p-1\}$ and $T \in \mathbb{N}$, then it follows that $r$ divides $T$ since $p$ is a prime number. Hence, $r^{p-1}=p T^{\prime}$, where $T^{\prime}=T / r$. By the same way we get $r^{p-2}=p T^{\prime \prime}$ and iterating the process finally we get $1=p \tilde{T}$, for some $\tilde{T} \in \mathbb{N}$, which is not possible), but $S_{k}$ is divisible by $p$ since each coefficient of $S_{k}$ contains (see formula (3.3)) a factor $\binom{p}{m_{i_{0}}}$ (with $0<m_{i_{0}}<p$ ) which is divisible by $p$ thanks to the divisibility property of binomial coefficients mentioned in the previous section. Therefore $p \nmid N_{k}$.

Assume $p \nmid k$ then by the arguments mentioned above we get $m_{i}<p$, for all $i=0, \ldots, k-$ 1 , therefore each term of $N_{k}$ is divisible by $p$ consequently $p \mid N_{k}$.
3.1. The case $(q, p)=1$. In this subsection we are going to analyze under what conditions the equation $x^{q}=a$ has solution in $\mathbb{Q}_{p}$, when $q$ and $p$ are coprimes. In this case the following is true.
Theorem 3.1. Let $q>2$ and $(q, p)=1$. The equation

$$
\begin{equation*}
x^{q}=a, \tag{3.4}
\end{equation*}
$$

$0 \neq a=p^{\gamma(a)}\left(a_{0}+a_{1} p+\cdots\right), 0 \leq a_{j} \leq p-1, a_{0} \neq 0$, has a solution $x \in \mathbb{Q}_{p}$ if and only if
(1) $q$ divides $\gamma(a)$;
(2) $a_{0}$ is a $q$ residue $\bmod p$.

Proof. Necessity. Assume that equation (3.4) has a solution

$$
x=p^{\gamma(x)}\left(x_{0}+x_{1} p+\cdots\right), 0 \leq x_{j} \leq p-1, x_{0} \neq 0
$$

then

$$
\begin{equation*}
p^{q \gamma(x)}\left(x_{0}+x_{1} p+\cdots\right)^{q}=p^{\gamma(a)}\left(a_{0}+a_{1} p+\cdots\right) \tag{3.5}
\end{equation*}
$$

i.e., $\gamma(a)=q \gamma(x)$ and $a_{0} \equiv x_{0}^{q} \bmod p$.

Sufficiency. Let $a$ satisfies the conditions (1) and (2). We construct a solution $x$ of equation (3.4) using the idea of reduction to canonical form of a $p$-adic number using a system of carries. Put

$$
\gamma(x)=\frac{1}{q} \gamma(a) .
$$

Then by the condition (2) and due to $1 \leq a_{0} \leq p-1$ there exists $x_{0}$ such that

$$
x_{0}^{q} \equiv a_{0} \quad \bmod p, \quad 1 \leq x_{0} \leq p-1
$$

In other words, there exists $M_{1}\left(x_{0}\right)$ such that $x_{0}^{q}=a_{0}+M_{1}\left(x_{0}\right) p$.
Using the notations of Lemma 3.1 due to the fact that $q x_{0}^{q-1}$ is not a multiple of $p$, (see Proposition 2.1) there exists $x_{1}$ such that

$$
q x_{0}^{q-1} x_{1}+N_{1}\left(x_{0}\right)+M_{1}\left(x_{0}\right) \equiv a_{1} \quad \bmod p, \quad 1 \leq x_{1} \leq p-1 .
$$

Therefore, there exists $M_{2}\left(x_{0}, x_{1}\right)$ such that $q x_{0}^{q-1} x_{1}+N_{1}\left(x_{0}\right)+M_{1}\left(x_{0}\right)=a_{1}+M_{2}\left(x_{0}, x_{1}\right) p$.
Proceeding in this way, we find the existence of $x_{n}$ such that

$$
q x_{0}^{q-1} x_{n}+N_{n}\left(x_{0}, \ldots, x_{n-1}\right)+M_{n}\left(x_{0}, \ldots, x_{n-1}\right) \equiv a_{n} \quad \bmod p, \quad 1 \leq x_{n} \leq p-1
$$

and $M_{n+1}\left(x_{0}, \ldots, x_{n}\right)$ such that

$$
\begin{equation*}
q x_{0}^{q-1} x_{n}+N_{n}\left(x_{0}, \ldots, x_{n-1}\right)+M_{n}\left(x_{0}, \ldots, x_{n-1}\right)=a_{n}+M_{n+1}\left(x_{0}, \ldots, x_{n}\right) p \tag{3.6}
\end{equation*}
$$

for any $n \in \mathbb{N}$.
Now from Lemma 3.1 and equality (3.6) it follows that

$$
\begin{aligned}
\left(\sum_{i=0}^{\infty} x_{i} p^{i}\right)^{q} & =x_{0}^{q}+\sum_{k=1}^{\infty}\left(q x_{0}^{q-1} x_{k}+N_{k}\left(x_{0}, x_{1}, \ldots, x_{k-1}\right)\right) p^{k} \\
& =a_{0}+M_{1}\left(x_{0}\right) p+\sum_{k=1}^{\infty}\left(a_{k}-M_{k}\left(x_{0}, \ldots, x_{k-1}\right)+M_{k+1}\left(x_{0}, \ldots, x_{k}\right) p\right) p^{k} \\
& =a_{0}+\sum_{k=1}^{\infty} a_{k} p^{k}
\end{aligned}
$$

Hence, we found solution $x=\sum_{i=0}^{\infty} x_{i} p^{i}$ of equation (3.4) in its canonical form.
Remark 3.1. The condition (2) of Theorem 3.1 is always satisfied if $p=2$, consequently $x^{q}=a$ has a solution in $\mathbb{Q}_{2}$ for any odd $q$ and any $a \in \mathbb{Q}_{2}$ with $\gamma(a)$ divisible by $q$.

Corollary 3.1. Let $q$ be a prime number such that $q<p$ and $\eta$ be a p-adic unity (i.e. $|\eta|_{p}=1$ ) which is not the $q$-th power of some $p$-adic number. Then $p^{i} \eta^{j}, i, j=0,1, \ldots, q-1$ $(i+j \neq 0)$ is not the $q$-th power of some $p$-adic number.
Proof. We shall check that the conditions of Theorem 3.1 fail under the hypothesis. It is easy to see that $\gamma\left(p^{i} \eta^{j}\right)=i$ for all $i=1, \ldots, q-1$ and $j=0, \ldots, q-1$, consequently $q$ does not divide $\gamma\left(p^{i} \eta^{j}\right)$, i.e. the condition (1) is not satisfied. But for $\eta^{j}, i=0, j=2, \ldots, q-1$ the condition (1) is satisfied, therefore we shall check the condition (2).

Consider the decomposition $\eta=\eta_{0}+\eta_{1} p+\cdots$, then $\eta^{j}=\eta_{0}^{j}+j \eta_{0}^{j-1} \eta_{1} p+\cdots$. It is known (see Theorem 2.1) that $\eta_{0}^{j} \equiv a_{0}^{q} \bmod p$ has a solution $\eta_{0}$ if and only if $\operatorname{ind}_{a_{0}} \eta_{0}^{j}$ is divisible by $d=(p-1, q)$.

Since $\eta$ is a unity which is not the $q$-th power of some $p$-adic number we have $\eta_{0} \equiv a_{0}^{q}$ $\bmod p$ has not solution thus $\operatorname{ind}_{a_{0}} \eta_{0}$ is not divisible by $d=(p-1, q)$. This property implies that for a prime $q$ with $q<p$ the prime number $p$ has a form $p=q k+1$. Consequently, $d=(p-1, q)=(q k, q)=q$.

If $\operatorname{ind}_{a_{0}} \eta_{0}=d l+r$, then $\operatorname{ind}_{a_{0}} \eta_{0}^{j} \equiv j(q l+r) \bmod (p-1)$, i.e., $\operatorname{ind}_{a_{0}} \eta_{0}^{j}=j(q l+r)+$ $M(p-1)=q(j l+M k)+j r$, but since $0<r<q-1,2 \leq j \leq q-1$ and $q$ is a prime number, $j r$ is not divisible by $q$. Thus $\operatorname{ind}_{a_{0}} \eta_{0}^{j}$ is not divisible by $d=q$, hence the condition (2) is not satisfied.

Corollary 3.2. Let $q$ be a prime number such that $q<p=q k+1$, for some $k \in \mathbb{N}$ and $\eta$ be $a$ unity which is not the $q$-th power of some $p$-adic number. Then any $p$-adic number $x$ can be written in one of the following forms $x=\varepsilon_{i j} y_{i j}^{q}$, where $\varepsilon_{i j} \in\left\{p^{i} \eta^{j}: i, j=0,1, \ldots, q-1\right\}$ and $y_{i j} \in \mathbb{Q}_{p}$.
Proof. Let $\eta=\eta_{0}+\eta_{1} p+\cdots$ and $\mu=\mu_{0}+\mu_{1} p+\cdots$ be unities which are not the $q$-th power of some $p$-adic numbers.

We shall show that there exists $i \in\{1, \ldots, q-1\}$ such that $\mu=\eta^{i} y^{q}$ for some $y \in \mathbb{Q}_{p}$.
Note that $\eta^{i}$ and $\frac{1}{\eta^{i}}, i=1, \ldots, q-1$ are not the $q$-th power of some $p$-adic numbers. Consider $\mu=\mu_{0}+\mu_{1} p+\cdots$ and $\frac{1}{\eta^{i}}=c_{0 i}+c_{1 i} p+\cdots$, then $\frac{\mu}{\eta^{i}}=\mu_{0} c_{0 i}+\left(\mu_{1} c_{0 i}+\mu_{0} c_{1 i}\right) p+$

It is easy to see that $\gamma\left(\mu / \eta^{i}\right)=0$, consequently the condition (1) of Theorem 3.1 is satisfied. Indeed, if $\mu_{0} c_{0 i}=p M$, then since $p$ is a prime number, the last equality is possible if and only if $\mu_{0}$ and $c_{0 i}$ divide $M$, consequently we get $1=p \tilde{M}$, which is impossible.

Now we shall check the condition (2) of Theorem 3.1.
The equation $x_{0}^{q} \equiv \mu_{0} c_{0 i} \bmod p$ has a solution if and only if $\operatorname{ind}_{x_{0}} \mu_{0} c_{0 i}$ is divisible by $q=(q, p-1)$ (see Theorem 2.2). We have that $c_{0 i} \equiv c_{01}^{i} \bmod p$, consequently ind $x_{x_{0}} \mu_{0} c_{0 i} \equiv$ $\operatorname{ind}_{x_{0}} \mu_{0}+i \operatorname{ind}_{x_{0}} c_{01} \bmod (p-1)$. Assume $\operatorname{ind}_{x_{0}} \mu_{0}=s, \operatorname{ind}_{x_{0}} c_{01}=r, s, r=1, \ldots, q-1$ and take $i$ such that $i r \equiv q-s \bmod (p-1)$ (the existence of $i$ follows from the fact that $(r, p-1)=1$ ). It is clear that if $s$ varies from 1 to $q-1$ then $i$ also varies in $\{1, \ldots, q-$ $1\}$. Consequently we get $\operatorname{ind}_{x_{0}} \mu_{0} c_{0 i} \equiv s+i r \bmod (p-1) \equiv q \bmod (p-1)$. Hence the condition (2) in Theorem 3.1 is also satisfied, so there is a number $i$ such that $\mu=\eta^{i} y_{i}^{q}$, for some $y_{i} \in \mathbb{Q}_{p}$.

For $x \in \mathbb{Q}_{p}$, let $x=p^{\gamma(x)}\left(x_{0}+x_{1} p+\cdots\right)$ and denote $v=x_{0}+x_{1} p+\cdots$ If $v$ satisfies conditions of Theorem 3.1, then $v=y^{q}$ and $x=p^{\gamma(x)} y^{q}$. If $v$ does not satisfy conditions of Theorem 3.1, then (as it was showed above) there exists $i$ such that $v=\eta^{i} y^{q}$ and in this case we get $x=p^{\gamma(x)} \eta^{i} y^{q}$. Taking $\gamma(x)=q N+j$ completes the proof.

Corollary 3.3. Let $q$ be a prime number such that $q<p \neq q k+1$, for any $k \in \mathbb{N}$. Then any p-adic number $x$ can be written in one of the following forms $x=\varepsilon_{i} y_{i}^{q}$, where $\varepsilon_{i} \in\left\{p^{i}: i=\right.$ $0,1, \ldots, q-1\}$ and $y_{i} \in \mathbb{Q}_{p}$.
Proof. Using arguments in the proof of Corollary 3.2 we conclude that if $p \neq q k+1$ then any unity is the $q$-th power of a $p$-adic number. Hence for $x \in \mathbb{Q}_{p}$ with $\gamma(x)=q N+i$ we get $x=p^{i} y^{q}, y \in \mathbb{Q}_{p}$.
3.2. The case $q=p$. Now we are going to analyze the solvability conditions for the equation $x^{p}=a$ in $\mathbb{Q}_{p}$. In this case, the following is true.

Theorem 3.2. Let $q=p$. The equation $x^{q}=a, 0 \neq a=p^{\gamma(a)}\left(a_{0}+a_{1} p+\cdots\right), 0 \leq a_{j} \leq p-1$, $a_{0} \neq 0$, has a solution $x \in \mathbb{Q}_{p}$ if and only if
(i) $p$ divides $\gamma(a)$;
(ii) $a_{0}^{p} \equiv a_{0}+a_{1} p \bmod p^{2}$.

Proof. Necessity. Assume that equation (3.4) has a solution

$$
x=p^{\gamma(x)}\left(x_{0}+x_{1} p+\cdots\right), 0 \leq x_{j} \leq p-1, x_{0} \neq 0
$$

then using Lemma 3.1 we get

$$
\begin{equation*}
a=p^{p \gamma(x)}\left(x_{0}+x_{1} p+\cdots\right)^{p}=p^{p \gamma(x)}\left(x_{0}^{p}+\sum_{k=1}^{\infty}\left(p x_{0}^{p-1} x_{k}+N_{k}\right) p^{k}\right) \tag{3.7}
\end{equation*}
$$

Using part (ii) of Lemma 3.1, we get RHS of (3.7)

$$
\begin{aligned}
& p^{p \gamma(x)}\left(x_{0}^{p}+\sum_{\substack{k=1 \\
p \mid k}}^{\infty} x_{0}^{p-1} x_{k} p^{k+1}+\sum_{\substack{k=1 \\
p \mid k}}^{\infty} N_{k} p^{k}+\sum_{\substack{k=1 \\
p \nmid k}}^{\infty}\left(x_{0}^{p-1} x_{k}+p^{-1} N_{k}\right) p^{k+1}\right) \\
& =p^{p \gamma(x)}\left(x_{0}^{p}+\sum_{k=1}^{\infty} x_{0}^{p-1} x_{p k} p^{p k+1}+\sum_{k=1}^{\infty} N_{p k} p^{p k}\right. \\
& \left.\quad+\sum_{i=1}^{p-1} \sum_{k=0}^{\infty}\left(x_{0}^{p-1} x_{p k+i}+p^{-1} N_{p k+i}\right) p^{p k+i+1}\right) \\
& =p^{p \gamma(x)}\left(x_{0}^{p}+\sum_{i=1}^{p-2}\left(x_{0}^{p-1} x_{i}+p^{-1} N_{i}\right) p^{i+1}+\sum_{k=1}^{\infty}\left(x_{0}^{p-1} x_{p k-1}+N_{p k}+p^{-1} N_{p k-1}\right) p^{p k}\right. \\
& \left.\quad+\sum_{k=1}^{\infty} x_{0}^{p-1} x_{p k} p^{p k+1}+\sum_{i=1}^{p-2} \sum_{k=1}^{\infty}\left(x_{0}^{p-1} x_{p k+i}+p^{-1} N_{p k+i}\right) p^{p k+i+1}\right) .
\end{aligned}
$$

We have

$$
\begin{align*}
N_{p k} & \left.=\sum_{\substack{m_{0}, \ldots, m_{p k-1}:}} \frac{p!}{\Sigma_{i=0}^{p k-1} m_{i}=p, \sum_{i=1}^{p k-1}{ }_{i m_{i}=p k}} \right\rvert\, \\
& =p(p-1) x_{0}^{p-2} x_{1} x_{p k-1}+\tilde{N}_{p k}, \tag{3.9}
\end{align*}
$$

where $\tilde{N}_{p k}$ does not depend on $x_{p k-1}$; moreover $p \nmid \tilde{N}_{p k}$.

Using (3.9), from (3.8) we get RHS of (3.7)

$$
\begin{align*}
& p^{p \gamma(x)}\left(x_{0}^{p}+\sum_{i=1}^{p-2}\left(x_{0}^{p-1} x_{i}+p^{-1} N_{i}\right) p^{i+1}+\sum_{k=1}^{\infty}\left(x_{0}^{p-1} x_{p k-1}+\tilde{N}_{p k}+p^{-1} N_{p k-1}\right) p^{p k}\right. \\
& \quad+\sum_{k=1}^{\infty}\left(x_{0}^{p-1} x_{p k}-x_{0}^{p-2} x_{1} x_{p k-1}\right) p^{p k+1} \\
& \quad+\sum_{k=1}^{\infty}\left(x_{0}^{p-1} x_{p k+1}+x_{0}^{p-2} x_{1} x_{p k-1}+p^{-1} N_{p k+1}\right) p^{p k+2} \\
& \left.\quad+\sum_{i=2}^{p-2} \sum_{k=1}^{\infty}\left(x_{0}^{p-1} x_{p k+i}+p^{-1} N_{p k+i}\right) p^{p k+i+1}\right) . \tag{3.10}
\end{align*}
$$

Consequently, $\gamma(a)=p \gamma(x)$, and $x_{0}^{p} \equiv a_{0}+a_{1} p \bmod p^{2}, x_{0}=a_{0}$.
Sufficiency. Assume that $a$ satisfies the conditions (i) and (ii). We shall construct a solution $x$ of the equation $x^{p}=a$ using the similar process of reduction to canonical form as in the proof of Theorem 3.1. First put

$$
\gamma(x)=\frac{1}{p} \gamma(a) .
$$

Denote $x_{0}=a_{0}$ and let $M_{1}$ be such that $x_{0}^{q}=a_{0}+a_{1} p+M_{1} p^{2}$.
Proceeding in this way, since $x_{0}^{p-1}$ is not a multiple of $p$ and taking into account that integer numbers $N_{k}$ (see Lemma 3.1) depend only on $x_{0}, x_{1}, \ldots, x_{k-1}$ and $\tilde{N}_{p k}$ depends only on $x_{0}, x_{1}, \ldots, x_{p k-2}$ we find the existence of $x_{n}$ and introduce corresponding number $M_{n+1}$ consequently for each $n \geq 1$ such that the following congruences hold:

$$
\begin{equation*}
x_{0}^{p-1} x_{i}+p^{-1} N_{i}+M_{i} \equiv a_{i+1} \quad \bmod p \tag{1}
\end{equation*}
$$

therefore, there exists $M_{i+1}$ such that $x_{0}^{p-1} x_{i}+p^{-1} N_{i}+M_{i}=a_{i+1}+M_{i+1} p$ for $0 \leq x_{i} \leq$ $p-1, i=1, \ldots, p-2$;

$$
\begin{equation*}
x_{0}^{p-1} x_{p k-1}+\tilde{N}_{p k}+p^{-1} N_{p k-1}+M_{p k-1} \equiv a_{p k} \quad \bmod p \tag{2}
\end{equation*}
$$

therefore, there exists $M_{p k}$ such that $x_{0}^{p-1} x_{p k-1}+\tilde{N}_{p k}+p^{-1} N_{p k-1}+M_{p k-1}=a_{p k}+M_{p k} p$ for $k=1,2, \ldots$;

$$
\begin{equation*}
x_{0}^{p-1} x_{p k}-x_{0}^{p-2} x_{1} x_{p k-1}+M_{p k} \equiv a_{p k+1} \quad \bmod p \tag{3}
\end{equation*}
$$

therefore, there exists $M_{p k+1}$ such that $x_{0}^{p-1} x_{p k}-x_{0}^{p-2} x_{1} x_{p k-1}+M_{p k}=a_{p k+1}+M_{p k+1} p$ for $k=1,2, \ldots$;

$$
\begin{equation*}
x_{0}^{p-1} x_{p k+1}+x_{0}^{p-2} x_{1} x_{p k-1}+p^{-1} N_{p k+1}+M_{p k+1} \equiv a_{p k+2} \quad \bmod p \tag{4}
\end{equation*}
$$

therefore, there exists $M_{p k+2}$ such that $x_{0}^{p-1} x_{p k+1}+x_{0}^{p-2} x_{1} x_{p k-1}+p^{-1} N_{p k+1}+M_{p k+1}=$ $a_{p k+2}+M_{p k+2} p$ for $k=1,2, \ldots$;

$$
\begin{equation*}
x_{0}^{p-1} x_{p k+i}+p^{-1} N_{p k+i}+M_{p k+i} \equiv a_{p k+i+1} \quad \bmod p \tag{5}
\end{equation*}
$$

therefore, there exists $M_{p k+i+1}$ such that $x_{0}^{p-1} x_{p k+i}+p^{-1} N_{p k+i}+M_{p k+i}=a_{p k+i+1}+M_{p k+i+1} p$ for $i=2, \ldots, p-2, k=1,2, \ldots$. Now making the substitutions above into equality (3.10)
we obtain RHS of (3.10)

$$
\begin{aligned}
& p^{p \gamma(x)}\left(a_{0}+a_{1} p+M_{1} p^{2}+\sum_{i=1}^{p-2}\left(a_{i+1}-M_{i}+M_{i+1} p\right) p^{i+1}+\sum_{k=1}^{\infty}\left(a_{p k}-M_{p k-1}+M_{p k} p\right) p^{p k}\right. \\
& \quad+\sum_{k=1}^{\infty}\left(a_{p k+1}-M_{p k}+M_{p k+1} p\right) p^{p k+1}+\sum_{k=1}^{\infty}\left(a_{p k+2}-M_{p k+1}+M_{p k+2} p\right) p^{p k+2} \\
& \left.\quad+\sum_{i=2}^{p-2} \sum_{k=1}^{\infty}\left(a_{p k+i+1}-M_{p k+i}+M_{p k+i+1} p\right) p^{p k+i+1}\right) \\
& =p^{p \gamma(x)}\left(\sum_{k=1}^{\infty} a_{k} p^{k}+M_{1} p^{2}-\sum_{k=1}^{\infty}\left(M_{k}-M_{k+1} p\right) p^{k+1}\right) \\
& =p^{\gamma(a)} \sum_{k=1}^{\infty} a_{k} p^{k}=a .
\end{aligned}
$$

Hence, we found the solution $x=\sum_{k=0}^{\infty} x_{k} p^{k}$ of the equation $x^{p}=a$.
Corollary 3.4. Let p be a prime number.
(a) The numbers $\varepsilon \in \mathscr{E}_{1}=\{1\} \cup\left\{i+j p: i^{p}\right.$ is not equal $i+j p$ modulo $\left.p^{2}\right\}, \delta \in \mathscr{E}_{2}=$ $\left\{p^{j}: j=0, \ldots, p-1\right\}$ and products $\varepsilon \delta$ are not the $p$-th power of some $p$-adic numbers.
(b) Any p-adic number $x$ can be represented in one of the following forms $x=\varepsilon \delta y^{p}$, for some $\varepsilon \in \mathscr{E}_{1}, \delta \in \mathscr{E}_{2}$ and $y \in \mathbb{Q}_{p}$.
Proof. (a) Follows from Theorem 3.2.
(b) If $x=x_{0}+x_{1} p+\cdots \neq y^{p}$ for any $y \in \mathbb{Q}_{p}$ then by Theorem 3.2 we have $\varepsilon=x_{0}+x_{1} p \in$ $\mathscr{E}_{1}$. We shall show that $x / \varepsilon=\left(x_{0}+x_{1} p+x_{2} p^{2}+\cdots\right) /\left(x_{0}+x_{1} p\right)=b_{0}+b_{1} p+b_{2} p^{2}+\cdots$ is the $p$-th power of some $y \in \mathbb{Q}_{p}$, i.e., we check the conditions of Theorem 3.2: since $\gamma(x / \varepsilon)=0$ the condition (i) is satisfied; we have $x_{0} \equiv x_{0} b_{0} \bmod p$ and $x_{0}+x_{1} p \equiv x_{0} b_{0}+$ $\left(x_{0} b_{1}+x_{1} b_{0}\right) p \bmod p^{2}$ which implies that $b_{0}=1$ and $b_{1}=0$, consequently $b_{0}^{p} \equiv b_{0}+b_{1}$ $\bmod p^{2}$ i.e., the condition (ii) is satisfied.

Thus if $x \in \mathbb{Q}_{p}$ has the form $x=y^{p}$, then $\varepsilon=\delta=1$. If $x=x_{0}+x_{1} p+\cdots$ is not the $p$-th power of some $p$-adic number with $\gamma(x)=p N+j$, then we take $\varepsilon=x_{0}+x_{1} p, \delta=p^{j}$ then $x=\varepsilon \delta y^{p}$ for some $y \in \mathbb{Q}_{p}$.

Note that for a given $i \in\{1, \ldots, p-1\}$ the congruence $i^{p} \equiv i+j p \bmod p^{2}$ is not satisfied for some values of $j$. For example, if $p=3$, then for $j=1$ the congruence is not true. Using computer we get the following:

|  | Values of $j$ s.t. $i^{p} \equiv i+j p \bmod p^{2}$ has no solution $i \in\{1, \ldots, p-1\}$ |
| :--- | :--- |
| $p=3$ | 1 |
| $p=5$ | 2 |
| $p=7$ | $1,3,5$ |
| $p=11$ | $1,4,5,6,9$ |
| $p=13$ | $2,3,4,8,9,10$ |
| $p=17$ | $1,5,8,11,15$ |
| $p=19$ | $4,7,8,9,10,11,14$ |
| $p=23$ | $3,4,6,9,10,12,13,16,18,19$ |
| $p=29$ | $3,5,10,11,12,13,15,17,18,23,25$ |
| $p=31$ | $1,2,5,6,8,9,11,15,19,21,22,24,25,28,29$ |
| $p=37$ | $1,4,5,6,7,10,13,14,16,20,22,26,29,30,31,32,35$ |
| $p=41$ | $2,4,6,8,10,16,24,26,30,32,34,36,38$ |

Remark 3.2. Using this table and Corollary 3.4 we obtain
$p=3$ : Any $x \in \mathbb{Q}_{3}$ has form $x=\varepsilon \delta y^{3}$, where $\varepsilon \in\{1,4,5\}, \delta \in\{1,3,9\}$;
$p=5$ : Any $x \in \mathbb{Q}_{5}$ has form $x=\varepsilon \delta y^{5}$, where $\varepsilon \in\{1,11,12,13,14\}, \delta \in\{1,5,25,125,625\}$;
$p=7$ : Any $x \in \mathbb{Q}_{7}$ has form $x=\varepsilon \delta y^{7}$, where $\varepsilon \in\{1,8,9,10,11,12,13,22,23,24,25$, $26,27,28,36,37,38,39,40,41,42\}, \delta \in\left\{7^{i}: i=0,1, \ldots, 6\right\}$.
Remark 3.3. In [17] using Krasners's Lemma a set of irreducible polynomials that defines all cubic extension of the field $\mathbb{Q}_{3}$ are determined.
3.3. The case $q=m p^{s}$. As is presented above, the proofs of the sufficient part of the solvability criteria in Theorems 3.1 and 3.2 are given in a constructive method. Thus we show not only the existence of a solution, but we also give the algorithm for the constructing of the solution in these cases. After cases 3.1 and 3.2 it remains the case $q=m p^{s}$ with some $m, s \in \mathbb{N},(m, p)=1$. Here we shall show that this case can be reduced to cases 3.1 and 3.2: we have to find the solvability condition for $x^{m p^{s}}=a$. Denoting $y=x^{p^{s}}$, we get $y^{m}=a$, which is the equation considered in case 3.1. Assume for the last equation the solvability condition is satisfied and its solution is $y=\tilde{y}$. Then we have to solve $x^{p^{s}}=\tilde{y}$; here we denote $z=x^{p^{s-1}}$ and get $z^{p}=\tilde{y}$. The last equation is the equation considered in case 3.2. Suppose it has a solution $z=\tilde{z}$ (i.e. the conditions of Theorem 3.2 are satisfied) then we get $x^{p^{s-1}}=\tilde{z}$ which again can be reduced to the case 3.2. Iterating the last argument after $s-1$ times we obtain $x^{p}=\tilde{a}$ for some $\tilde{a}$ which is also an equation corresponding to case 3.2. Consequently, by this argument we establish solvability condition of equation $x^{m p^{s}}=a$, which will be a system of solvability conditions for equations considered in cases 3.1 and 3.2.
Remark 3.4. Note that in [14] for the case 3.3. an explicit formula (condition) for the existence of solution is obtained.
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